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International Technology Investments Using Real Options: A Case Study 
in Telecommunications
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University of Central Florida
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Abstract 

This paper introduces a methodology that 
uses Real Options Analysis (ROA) to allow an 
organization to value projects to make better 
decisions in conditions of uncertainty. A case 
study is analyzed integrating ROA, Monte Carlo 
Simulation (MCS), System Dynamics (SD), and 
Net Present Value (NPV) to evaluate a 
telecommunication company project of a new 
smartphone technology in an emerging market. 
The paper analyzes information provided by the 
company to calculate adoption rates in different 
generations of a smartphone; costs related to 
updating existing infrastructure as well as the 
cost of the actual smartphones; monthly 
revenues depending on the customers’ average 
cell phone plan directly related to the adoption 
rates; and financial data of the company’s, and 
its parent company’s, to calculate its Weighted 
Average Cost of Capital (WACC). After that, 
the NPV of the project is calculated, followed by 
a MCS for both costs and revenues, to calculate 
the project’s volatility, and the option value of 
the project is calculated using the Black-Scholes 
model and Binomial Lattice model. Finally, the 
NPV, MCS, and ROA results are analyzed and 
compared. Additional interesting parts are (1) 
the discussion of system dynamics to calculate 
the adoption rates of new technologies, and (2) 

analysis of the international financial markets 
(i.e. NYSE and LSE) in order to determine the 
appropriate correlated volatility of the assets. 

1. Introduction 
Projects can be valued using multiple 

different methods. All methods are built up from 
the use of estimated cash flows [1] of the 
project’s life discounted to present value terms if 
the future cash flows are known, and discounted 
at a risk-adjusted factor [2]. The net present 
value (NPV) is based on the discounted cash 
flow (DCF) analysis: it is the difference between 
the present value of the future cash inflows and 
the cash outflows for the project [1–3]. NPV is 
generally used in capital budgeting to analyze 
the profitability of investment projects.

As organizations usually have more potential 
investment opportunities than available capital, 
it becomes necessary to rank the possible 
investments based on their financial 
attractiveness [4]. Managers typically select 
projects based on the NPV: if the NPV of a 
project is positive (the expected present value of 
the benefits is greater than the expected present 
value of the costs), the project should be 
undertaken [5]. The present value adjusts the 
benefits and costs using an interest rate based on 
the company’s financial and economic 
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conditions [5], such as weighted average cost of 
capital (WACC) of the company.

NPV analysis presents many problems, 
including that it does not consider intangible 
benefits, provides no flexibility to delay 
decisions, and cannot deal with uncertainty 
[5,6]. Uncertainty refers to “the fact that 
expected cash flows are only a point estimate of 
a large number of possible realizations” [7]. 
Additionally NPV-based cases use only a single 
discount rate for all cash flows regardless of 
their different risk levels [8]. 

Monte Carlo Simulation can be used to deal 
with the uncertainty and Real Options Analysis 
provides for the flexibility needed to make 
decisions.

2. Monte Carlo Simulation (MCS)
MCS allows managers to better understand 

and visualize risk and uncertainty in DCF 
analysis [7]. When data is limited, MCS can be 
used to obtain enough data points to attain 
higher accuracy in the results [9]. In the MCS 
approach, a large number of cases is simulated, 
in which the variables of interest are assigned 
random values that are consistent with the 
assumed probability distribution [4]. The result 
of a MCS can be represented in a histogram of 
NPVs in a bell-shaped curve, and is used to 
estimate the probability of success of the project 
[7]. The frequency of positive NPV simulations 
are used as the measure of viability, and the 
variances can be explored through a sensitivity 
analysis to rank the importance of the different 
project variables [10]. MCS allows to include in 
an analysis hundreds of scenarios, including 
plausible, low probability ones, that can be 
consequential to the outcome of the project [11]. 

3. Real Options Analysis (ROA)

There are three methodologies of ROA that 
are used: Monte Carlo Simulation, Black-

Scholes, and Binomial lattices. ROA is not a 
substitute for either the NPV or MCS methods. 
ROA integrates both and takes it further to make 
a sophisticated framework that provides analysts 
and decision makers with more meaningful 
information [1]. Real options models have been 
described [12,13] as a better model for the 
valuation of technology investments. The real 
option approach captures the managerial 
flexibility value of changing the course of 
technology projects over time. Real options can 
therefore be utilized to define different 
deployment strategies depending of the risk 
profile and uncertainty of the project. Real 
options are an improvement over static NPV. 

Options were originally developed for pricing 
of stock [14]. An option gives the holder the 
right, but not the obligation, to buy stocks or 
bonds for a specified price at a specified future 
date (European call option) or any time before it 
expires (American call option). Options are a bet 
to the future value of the underlying asset and 
are only worth something when there is 
uncertainty. From the investment perspective, 
ROA is a technique to support decision making 
in high complexity and uncertainty system. It 
provides future outcomes, management 
consequences in different scenarios, risk 
probability and volatility of future business 
development. The desired outcomes of ROA are 
flexible options, reduced uncertainty and 
volatility, and high value creation [15].

4. Utilization of a Hybrid Real Options 
Analysis in a Technology Market

4.1 Technology Adoption Lifecycle and 
Associated Costs and Revenues

A telecommunication company in Central 
America needed to select the most advantageous 
time to introduce a new smartphone into its 
market. For this emerging market company, 
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several dimensions affecting the project were 
studied: innovation diffusion, systematic risk, 
cost of capital, and arbitrage using proxies from 
international financial markets. The company, 
which owns 60% of the cell phone market in the 
country, needed a model to provide flexible 
decision support.

For any company, the introduction of a 
technology product is a marketing challenge, as 
the product may require its users to change their 
behavior and adapt to a new system. The 
technology adoption lifecycle is generally 
divided into five stages: innovators accounting 
for about 2.5% of the market, early adopters 
representing 13.5%, early majority representing 
34%, late majority another 34%, and finally the 
laggards at 16% [16]. However, the actual 
technology adoption lifecycle in the real world is 
not necessarily symmetric and can have different 
proportions. 

The adoption cycle for the customers of the 
telecom companies were studied for this 
particular smartphone and the different 
generations. The basic information was obtained 
from the company’s executives of the financial 
and marketing departments. This was performed 
by using semi-structured interviews. In addition, 
information of important analogies was obtained 
in that country and from studying the different 
financial reports. For the study, all costs and 
revenues associated with the new technology 
were collected from experts in the field and the 
studies of the respective stock markets in Latin 
America, North America, and Europe.

An agent-based model was developed using 
AnyLogic (www.anylogic.com) with thousands 
of agents to simulate the market using a 
modified/advanced version of the Bass Model 
(see Figure 1). The second generation had a 
higher penetration rate as obtained from 
calibrations using optimization methods. 
Important parameters utilized were the 

sociability and familiarity of the agents [17]. 
The probability that agents meet is determined 
by the probability distribution of familiarity with 
each other:

P (i, j) = ᶯijt / ∑k:i≠k ᶯi,k (1)

where P (i, j) is the probability of i meeting j and  
ηijt is the familiarity of agent i with agent j at 
time t. This information was provided by the 
marketing department and the different surveys 
and focus groups conducted by the telecoms in 
the country of the study. This information was 
verified with historical data of similar 
introductions of high-tech gadgets.

The preferential selection based on 
familiarity/sociability is expected to result in 
higher probabilities for the other agent to buy (if 
he/she has not bought) a smartphone. Therefore, 
the conversion rate is dependent. On the other 
hand, the costs include the cost of the 
smartphones, the technology infrastructure 
(Universal Mobile Telecommunication System-
UMST modules), the initial marketing costs, and 
the operating costs. The revenue includes the 
customers’ monthly average plan and extras, 
calculated to be $57.75 after all direct operating 
costs are taken out. All financial costs were 
analyzed to compare and validate the project’s 
cost information. Table 1 shows the initial costs 
and the monthly revenue per customer.

This agent-based model is able to capture 
particular features to infer the penetration rate 
for the duration of the life cycle of the product. 
There are two types of agents. One agent type is 
the potential buyer and another type of agent is 
the buyer. AnyLogic provides a “Class” 
denominated “Active Object” 
(www.anylogic.com). Active objects can be 
used to model the potential buyers and the 
buyers. The agents are modeled using a discrete-
event system supported by state charts, discrete-

http://www.anylogic.com/
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events, methods, and attributes. The agents 
change from state to state based on decisions 
made by the agents (e.g., familiarity) and/or 
sociability. 

4.2 Cost of Capital Analysis

Financial data of the telecommunication 
company in Central America and its parent 
company, traded in the London Stock Exchange 
(LSE), was used. The parent company owns a 
percentage of the subsidiary while the remaining 
percentage is owned by the country’s 
government and employees. The analysis of the 
financial results, and the relationship between 
both companies, led to the conclusion that the 
subsidiary is a key income provider for the 
parent company. In the last 5 years of data 
available, the subsidiary has provided on 
average a third of the earnings before interest 
taxes, depreciation, and amortization (EBITDA) 
of the parent company. It is worth noting that 
while the parent company’s EBITDA has been 
increasing, the Central American subsidiary has 
remained steady.

Because a percentage of the subsidiary is 
privately owned, it does not need to publish their 
financial results for the general public.  The 
financial results of other telecommunications 
companies present in the New York Stock 
Exchange (NYSE) market with subsidiary 
companies in the Caribbean, the U.S. and South 
America were analyzed and used as a proxy in 
order to infer the needed financial values for the 
Central American company. This international 
market analysis was carried out taking into 
consideration that the Central American country 
also uses the U.S. dollar as their currency. The 
beta (β) for the subsidiary was calculated using a 
weighted average based on ownership. The risk 
free rate (Rf) was averaged from the Treasury 
bills for the last 10 years. The market rate (Rm) 
was calculated using a weighted average based 
on the market rate for both LSE and NYSE. The 
cost of equity (RE) was calculated using 
Equation 2 to be 3.611. The weighted average 
cost of capital (WACC) calculated for the 
subsidiary was found to be 0.0271.

RE = Rf + β*(Rm - Rf) (2)

4.3 Net Present Value Analysis

The NPV of the smartphone project was 
calculated for the period of time in which the 
technology was introduced to the company’s 
market in Central America. The NPV of the 
project was negative. Classical NPV theory 
would recommend the project not be undertaken. 
The NPV of the project for generation 1 was a 
loss of $0.6 million. Figure 2 shows a summary 
of the cash flows associated with the project. It 
is worth noting that the life of a smartphone 
technology is over 36 months based on when the 
contract started. Two generations of the 
technology can coexist for a brief period. The 
analysis considered the life of two generations of 
smartphones. 

4.4 Real Options Analysis  

As stated above, based on research of the 
company and the industry, the weighted average 
cost of capital for the company was estimated. 
The expected annual costs and revenues were 
calculated for the life of the project. Data was 
collected, and a probability distribution was 
developed based on the expected annual costs 
having a standard deviation of 30% and the 
revenues having one of 10%. One thousand 
simulations (MCS) were run using the 
probability distribution using a spreadsheet (MS 
Excel). For each run, the annual cash flow was 
calculated, and from them the NPV, using the 
estimated WACC. The volatility of the asset 
value was calculated using the logarithmic cash 
flow returns method, as explained by Kodukula 
& Papudesu [1]. From the expected cash flow, 
the input parameters S0, σ, X, T, r, and δt were 
defined, and using these factors, the option 
parameters for the binomial lattice, the up factor 
(u), down factor (d), and risk neutral probability 
(p) were calculated.

Deferring the project for 2 years, the same 
project of introducing a newer generation 
smartphone technology in the same market 
would be a profitable investment. Equation 3 
below shows the Black-Scholes formula. 
Equations 4 and 5 give the values for d1 and d2. 
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C = N (d1) * S0 – N (d2) * X * exp (-r * T) (3)
d1 = [ln (S0/X) + (r+0.5 σ2) * T]/[σ *√(T)] (4)
d2 = d1 – [σ *√(T)] (5)

In this equation, C is the value of the call 
option, S0 the current value of the underlying 
asset, X the cost of investment (or strike price), r 
the risk-free rate of return, T the time to 
expiration, d1 and d2 are given by Equation 4 and 
Equation 5, σ is the annual volatility of future 
cash flows of the underlying asset, and N(d1) 
and N(d2) are the values of the standard normal 
distribution at d1 and d2 respectively. d1 and d2 
are probability factors; N(d1) is the factor by 
which the present value of contingent receipt of 
the stock exceeds the current stock price, and 
N(d2) is the risk-adjusted probability that the 
option will be exercised [18]. The strike price is 
calculated finding all initial costs in the project. 
The value of the underlying asset is calculated 
by finding the present value of the future 
benefits discounted at the WACC rate. 

The volatility was calculated to be σ = 2.019. 
The option value was calculated using the 
Black-Scholes formula, and the result compared 
to the binomial lattice (shown in Figure 3) result, 
which gave a similar outcome. Tables 2 and 3 
show the parameters for the Black-Scholes 
equation, as well as the option value of deferring 
the project.

In binomial lattices, S0 is the initial value of 
the asset. For each time increment the value can 
go either up or down, which is represented by 
the u and d factors, where u>1, d<1, and u=1/d. 
The magnitude of the factors depends on the 
volatility of the underlying asset [1]. In Figure 3, 
the top numbers are the asset values, and the 
bottom numbers are the option values. Each 
node represents the value maximization of 
investing at that point or waiting until the next 
time period.

It must be noted that the option value of 
deferring the project for 2 years is positive, and 
extremely high. Based on this value, the 
conclusion of the study is to defer the project. 
Not to cancel it (as NPV theory suggests), but to 
defer it until some of the uncertainties are 
cleared.

5. Conclusions
Real Options Hybrid Analysis is a successful 

instrument used in today’s global market, an 
ever-evolving and dynamic operating 
environment. In today’s global economy, 
individual markets are inextricably related 
through investment bearing direct influence on 
one another. The Real Options Hybrid Analysis 
can generate important information, allowing 
proper selection of competing strategies. The 
ROA combined model takes full account of the 
multi-dimensional nature of new Technologies 
Evolution and dictates investment decisions. 
This study provides measurable values to real 
options; it measures risk and uncertainty both 
quantitative and qualitative. These financial 
metrics represent a competitive advantage in 
today’s already competitive world, allowing for 
confidence in and promoting learning about new 
technologies business sectors and global 
markets. For the smartphone technology 
introduced in Central America, this study 
indicates that waiting two years to present this 
technology will be the more efficient and 
effective way to accomplish desired financial 
outcomes, thus paving the way for a stable 
learning environment, perfect ground for idea 
generation and innovation. 
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 Abstract 

Fixture design is a complicated iterative 
process that involves several product and 
operation analysis phases in order to reach a 
final fixture design and assembly. Traditional 
fixture design and assembly is done manually; 
thus requiring professional background and 
practical experience from the designer, and the 
process itself is time-consuming; which may 
decrease productivity. Currently, there are 
various automated or semi-automated computer-
based fixture design systems; but they are not 
commonplace within the manufacturing 
industry, because they don’t provide real-time 
interaction and feedback. This paper presents a 
virtual reality interactive system for designing 
and assembling fixtures for a Coordinate 
Measurement Machine (CMM). Fixture design 
and assembly is performed in a multi-view and 
interactive semi-immersive virtual environment. 
The virtual environment assists users in making 
fixture design and assembly assessments 
effectively and efficiently. Several 
considerations and limitations when designing 
and building similar virtual environments are 
outlined. The virtual fixture design environment 
is validated in terms of collision detection, user 
perception, and interactivity. The resulting 
virtual environment extends virtual prototyping 
research to the domain of fixture design and 

assembly; and proves that virtual reality is a 
useful technology that can support the iterative 
nature of fixture design and assembly and 
training of CMM operators.

1. Introduction 
A fixture is a tool that places, holds and 

supports a work piece in a desired position and 
orientation during machining and measurement 
processes [1]. Generally, fixture design 
engrosses the recognition of clamp, locator, 
support points, and the selection of 
corresponding fixture elements for their 
respective functions. Fixture design is a complex 
task that is accomplished based on designers’ 
knowledge and experience [2]. Traditionally, 
fixture designers use trial-and error to find out a 
suitable fixture design scheme. Advancement in 
Computer-Aided Design (CAD) tools in the area 
of engineering led to the development of 
Computer-Aided Fixture Design (CAFD) 
approaches, which have been prevalent in the 
area of fixture design. 

Due to the tendency toward high-precision 
production and automation, computerization of 
fixture design is required to reduce the lead time 
and cost of product development. Hence, CAFD 
has been developed and used as a part of 
computer-aided design and manufacturing 
(CAD/CAM) integration [1]. Traditional 

mailto:ali.ahmad.phd@gmail.com
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commercial off-the-shelf CAD/CAM software 
enable designers to view a 3D fixture model on a 
2D display, nevertheless, they are limited in 
terms of visualization ability and provide little to 
no interactivity with these models [3]. Wang 
suggests that the CAFD can be divided into four 
kinds of fixture design: 1) Feature-based, 2) 
Rule based, 3) Sensor based, and 4) Internet 
based [3]. Moreover, Rong et al. proposed that 
CAFD is made up of three design phases [4]: 
set-up planning, fixture planning and fixture 
configuration design. Figure 1 shows the fixture 
design phases.

Figure 1: Fixture design, adapted from [4]

However, not all techniques highlight these 
three phases, even if all are performed. Usually, 
the associated fixture design activities, namely 

setup planning, fixture element design, and 
fixture configuration are frequently dealt with at 
the downstream end of the machine tool 
development life-cycle [5].

Virtual Reality (VR) is an artificial 
interactive environment generated by a 
computer. VR has been acknowledged as a 
powerful human-computer interface [6]. It has a 
wide range of applications in 3D graphics, video 
games, mechanical engineering, construction 
engineering, manufacturing engineering, 
ergonomic analysis, scientific visualization, 
medical surgical research, among others. In 
manufacturing, VR can be used to solve 
problems early on in the product development 
lifecycle; thus averting expensive errors [7]. 
Advances in VR technology resulted in different 
manufacturing engineering applications such as 
assembly [8], product design [9], machining 
simulation [10], prototyping [11], maintenance 
[12], layout design [13], and training [14]. An 
underexplored manufacturing application for VR 
is fixture design. This paper discusses the 
development of an interactive semi-immersive 
VR that enables users to design and evaluate 
fixture configurations and assembly.

2. Literature Background
Current manufacturing trends (such as 

computer integrated manufacturing, flexible 
manufacturing systems, and lean manufacturing) 
require an integrated and competent fixture 
design system [3]. Fixture design can be 
automated and amalgamated with other 
manufacturing modules, which may lead to 
higher productivity and shorter lead times [4]. 
Fixture design systems can be classified into 
three groups: Interactive, semi-automated, and 
fully automated [15].

The use of artificial intelligence approaches 
such as expert systems in fixture design has been 
reported [16, 17]. A framework to integrate 
CAD with inspection, through the integration of 
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geometric dimensioning and tolerancing with the 
inspection process in coordinate measurement 
machines (CMMs), was developed with a 
knowledge-based approach [18].

CAD software systems are readily available; 
hence research commenced to integrate fixture 
design modules into such systems [19, 20]. 
Shokri et al. describe novel software that can be 
used to plan fixture configurations and assembly 
processes for modular CMM fixtures [21]. The 
system was developed using VC++ in a 
Solidworks platform. An assembly algorithm 
was built to design an appropriate fixture 
configuration and assembly process by using 
‘minimum fixture elements’ and ‘simple fixture 
configuration’ conditions. Kang et al. developed 
a fixture design system for networked 
manufacturing [22]. Their system includes 
characteristics of rapid configuration desig, 
three-dimensional modeling and a standardized 
elements database. A hybrid approach that 
combines case-based and knowledge-based 
reasoning was used. 

Taken together, most automated techniques 
are focused on the fixture planning and fixture 
verification phases with a lesser focus on fixture 
configuration design. Interactive VR systems 
have the potential of making fixture design a 
natural and interactive process by providing 
real-time working conditions depiction, reducing 
lead-time, and improving fixture productivity 
and economy [23]. They can also support 
visualization or planning of a whole assembly 
better than conventional CAFD systems. An 
example for fixture design and assembly using 
VR is presented by Gaoliang et al., who 
developed a system that integrates a graphical 
user interface, a virtual environment, and a 
database module; and the resulting system 
provides a 3D display for navigating and 
manipulating fixture models [6]. Another 
example is provided by Peng et al., who 
developed a VR-based modular fixture assembly 

system that provides a precise manipulation 
approach for interactive design and assembly of 
modular fixture arrangement [24].

There is a growing use of computer-aided 
systems for fixture design, and latest attention in 
the prospective application of interactive VR 
systems in industry, nevertheless there is very 
little evidence of research exploring the use of 
VR for fixture design and assembly. It is 
believed that the interactive attributes of VR 
could offer advantages to advance fixture design 
and assembly process. This paper discusses the 
development of a virtual reality system for 
fixture design and assembly.

3. Method to Develop the Interactive 
Fixture Design System

This paper presents a cross-disciplinary 
research that brings together fixture 
development, interactive VR, CAD, the 
integration of VR and CAD, and user-centered 
design. The result is an integrated methodology 
to develop a computer-aided modular fixture 
design system. The system uses CATIA and 
Pro-engineer 3D modeling environments. Pro-
engineer is used to link CATIA and PTC 
Division Mockup (i.e., VR software). The CAD 
model is exported to PTC Division Mockup 
format in which various aesthetics features (e.g., 
material) and behavioral properties (e.g., spatial 
constraints) are applied so that the resulting 
virtual environment will be representative. 
Figure 2 illustrates the method used to develop 
the interactive fixture design system.
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Figure 2. Interactive Fixture Design System

As Figure 2 illustrates, the following steps 
were used to develop the fixture design system:
1) Problem definition and requirements for 

interactive VR simulation were obtained 
based on discussion with CMM operators

2) Then, CAD models were created for each 
modular fixture element using CATIA. After 
fixture models are finalized, they were 
exported to Pro-engineer due to its 
compatibility with PTC Division Mockup 

3) The fixture models were transformed to 
Division Mockup format, i.e. *.vdi using help 
of Product View adapters. Division Mockup 
was used to apply various behavioral and 
aesthetics properties to the fixture models. 
The real time collision detection feature was 
also added to conduct interference checks 
during the assembly process. The assembly 
hierarchy and spatial relationships/relative 
position for each assembly element were 
recorded  in the *.vdi assembly as illustrated 
in Figure 3

extend {
  assembly (fname="pod5"; fsp="/"; load=on) {
    location (mode=relative) {
      position {0, -3.87, 0}
      scale {0.1, 0.1, 0.1}
      orientation {-90, 0, 0}
    }
    constraints {
      lockx 
      locky 
      lockz 
      lockroll 
      lockpitch 
      lockyaw 
    }
    event {
      KeyPress (key='d') {
        dvAssemblyEnable(".", On, Off);
        dvAssemblyLight("/New Directional Light", 

NULL, On, NULL, NULL, NULL);
        dvAssemblyLight("/New Ambient Light_1", 

NULL, 

Figure 3. Extract of *.vdi File

4) After that, fixture assembly simulation was 
performed in a desktop VR environment, 
and then was exported to a semi-immersive 
VR for stereoscopic viewing

5) Interactive fixture assembly simulation and 
real-time visualization was performed in the 
semi-immersive projection-based VR

6) Lastly, a simulation for fixture assembly 
was performed. Then, the performance of 
the fixture design system is by fixture and 
assembly design engineers. Figure 4 
provides a schematic overview of the 
developed system. As indicated in Figure 4, 
the user users a wand/tracker to interact with 
a 3D fixture model to perform assembly 
simulation. This is enabled by transforming 
a 3D CAD model into stereoscopic view and 
enabling real-time interaction.
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Figure 4: System Architecture

4. Evaluation Case Study
A case study was used to evaluate the 

developed VR-based modular fixture design 
system. The case study deals with a need to 
inspect a planar part using a CMM for 
dimensional accuracy; and a modular fixture 
needs to be assembled to hold the part in-place. 
Figure 5 shows the part used for the evaluation 
case study.  The part includes four blind holes 
and two slots on the sides. The base of the part is 
planar. Therefore, to hold the part, a modular 
fixture was designed and assembled in the VR 
fixture design system. 

Figure 5: CAD Model
This case study had three main objectives: 
1) To explore how interactive VR simulation 

can improve fixture design and assembly
2) To plan fixture assembly process and 

discover design issues and perform 
interference checks

3) To provide an example of communicating 
fixture assembly details between designers 
and other manufacturing professionals

The case study resulted in an interactive VR-
library of 27-modular fixture elements (Based 
on Zeiss CMG Toolkit). Figure 6 illustrates the 
modular fixture elements included in the library.

Figure 6. Samples of Fixture Elements

In the VR, a user can select appropriate 
fixture elements and assemble them together to 
generate a fixture structure. Hence, the user can 
virtually try various structure schemes and select 
a fixture design configuration that meets part 
holding requirements. The main role of the 
interactive fixture design system is to provide 
fixture designers with a functionality by which 
they can interactively manipulate and position 
selected fixture element one by one to hold a 
target part according to location and orientation 
requirements. 

To operate the interactive VR fixture design 
system, a user begins by loading a 3D model of 
a target work piece, which is created using a 
CAD software such as CATIA. Next, a suitable 
base plate is selected and retrieved from the VR 
fixture elements’ library. Then, the base plate is 
placed in an appropriate location and orientation. 
After that, additional fixture elements (such as 
locating, supporting, and clamping elements) are 
selected and assembled on the target work piece 
one by one to form a complete fixture 
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configuration. After the fixture configuration 
design is finished, user designer can carry out 
fixture assembly simulation and interference 
checks. Figure 7 demonstrates modular fixture 
elements layout on a workbench. 

Figure 7. Final Fixture Configuration in VR

The interactive fixture design system is a 
semi-immersive VR that is implemented using a 
rear-end projection system with a 3.1m X 2.3m 
screen and stereoscopic projection, head and 
hand tracking using Intersense IS-900, 
stereoscopic glasses, and 3D surround sound. A 
virtual hand is used to interact with various 
fixture elements that are contained in a VR 
library. It is anticipated that the resulting system 
would be more realistic than traditional CAFD 
software, as it immerses designers in the same 
environment along with work pieces and fixture 
elements, and at the same time allows for more 
natural interaction. In addition, the system 
allows checking for interferences during fixture 
assembly processes through collision detection 
(i.e., a feature of Division Mockup). With 
collision detection, color of the parts which are 
collided with each other are changed thus giving 
visual feedback to the user. Figure 8 shows a 
condition where some elements are colliding 
with each other, as indicated in the middle 
holding rods.

Figure 8. Interference Check

Lastly, the VR-based design of the modular 
fixture assembly was implemented using actual 
fixture elements, and was used to hold an actual 
target work piece on the CMM machine. The 
designed modular fixture performed well in the 
real world and provided effective support to the 
part to be measured. Figure 9 shows the 
resulting modular fixture assembly with a part 
on a CMM machine.

Figure 9. CMM Modular Fixture

5. Conclusions
Due to complexity of fixture design and 

assembly processes, streamlining human input 
on modular fixture design is needed. VR 
provides designers with a 3D display for natural 
navigation and manipulation of the models of 
the parts in the virtual environment. In this 
paper, a semi-immersive VR system for 
interactive modular fixture design is developed 
and a case study for designing a modular fixture 
for CMM is presented. The methodology of 
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building a VR fixture design environment is 
discussed. The research demonstrated that the 
VR can improve existing CAFD as well as 
support conventional fixture design and 
assembly processes; thus extending [14-20]. The 
developed system provided real-time collision 
detection. The collision detection supported 
interference checks between fixture elements, 
work pieces and machine tools during fixture 
design and assembly processes. 

However, a limitation of the developed 
fixture design system is that it does not 
incorporate physical properties such as friction, 
mass, gravity, applied force, elasticity, etc. This 
limitation reduces the system realism. Future 
work on the developed fixture design 
environment will incorporate some of these 
properties, and will provide information and 
guidance to designers during modular fixture 
assembly design.
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 Abstract 

With increasing oil demand and 
consumption, the frequency of petroleum-related 
ecological incidents is increasing. Produced 
Water (PW) is the most common petroleum-
related contaminant frequently discharged into 
the surrounding onshore and offshore 
ecosystems. Reducing environmental and 
economic impacts of PW needs to have efficient 
tools to select an ecofriendly method to 
effectively manage it. In fact, different methods 
and technologies for managing PW are available 
in current markets with each having its own 
advantages and disadvantages. Also, the 
required specifications of PW are the 
determinant of management selection strategy. 
In addition, selection of treatment technology is 
field dependent and based on the regular 
practices during production operations.  This 
paper introduces one of the Multi Criteria- 
Decision Making (MCDM) tools which is the 
Analytical Hierarchy Process (AHP) for hard 
decision making to select the best management 
method for the PW that has been produced from 
the onshore- southern Iraqi oil fields.

1. Introduction 
With increasing oil demand and 

consumption, the frequency of petroleum-related 

ecologic incidents is increasing. In 1949, the 
Basrah Petroleum Company discovered the 
Zubair field, which is located in Southern Iraq to 
the west of Basrah. It has been recently 
considered one of the largest oil fields in the 
world. Currently, it is holding around 4.1 billion 
barrels of crude oil [1]. In 2009, the Eni 
company won the service contract for that field, 
and an expansion program is taking place in 
order to develop the infrastructure of the Zubair 
field.  As a result of this program, the production 
of oil is expected to increase from 195,000 to 
1,125,000 BPD (Barrel Per Day) by 2017 [2]. In 
addition, more than 200 wells will be drilled in 
this program. Furthermore, the treatment 
facilities, required collection network, and the 
reconstructing of the existing plant will be 
accomplished by the end of this program. Since 
the volume of PW has increased from 4,000 
BPD in 2008 to 35,000 BPD in 2012, this 
volume is expected to increase to more than 
1,169,000 BPD in the near future [2]. Because 
PW has various contaminants such as heavy 
metals, sands, dissolved gases, bacteria, and 
dissolved hydrocarbons, the current method that 
is managing this contaminated water has 
negative environmental and economic impacts 
on Dammam formation, Zubair aquifer, 
employees, and human resources in the areas 
surrounding that field. This excessive amount of 
PW can be a source of fresh water if it is 
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properly treated. In addition, PW after treatment 
can prove beneficial to humans who are living 
closer to the Zubair field or for the oil field 
itself. Furthermore, if this amount properly 
managed and effectively treated, the reinjection 
process again into oil wells can be achieved [3], 
[4],[5],[6]. Then, the productivity of oil and 
fresh water resources will increase, and the 
negative environmental and economic impacts 
will decrease. For both purposes, reinjection PW 
into Zubair oil wells or reusing it as a fresh 
water resource, there is a need to find an 
effective management and treatment method for 
the PW in that field. In fact, different 
technologies for managing that water are 
available in current markets. 

However, in this study, selecting the best 
technology with the respect to main important 
factors, such as cost, environmental, technical 
requirements, and health and safety are 
performed by using MCDM (Multi Criteria 
Decision Making) methodology.

2. Analytic Hierarchy Process
 Thomas L. Saaty developed the Analytical 

Network Process (ANP) which “provides the 
way to input judgments and measurements to 
derive ratio scale priorities for the distribution of 
influence among the factors and groups of 
factors in the decision” [7]. The well-known 
decision theory, the Analytical Hierarchy 
Process (AHP) is a special case of the ANP. 
Both of them derive ratio scale priorities by 
performing paired comparisons of elements on a 
common property or criterion [8].AHP is an 
emerging solution to complex decision making 
processes and it is widely used as the best 
method for making decisions in developing an 
effective strategic plan for organizations and 
selecting new manufacturing technologies [9].

3. Multi- Criteria Decision Making in 
the Literature

In 1982, Saaty and Gholmnezhad used AHP 
to evaluate different strategies to select the safe 
disposal for high level nuclear waste [10]. Also 
AHP was used in China to select an appropriate 
solid waste landfill site in Beijing. Because of 
the complexity of the waste management system 
in the selected region, they based on the AHP 
method to select the best site to manage the 
determined waste from different alternative 
solutions [11]. In addition, AHP was used in 
Mahshahr, Iran to prioritize the affected 
ecosystems by the impacts of petrochemical 
industries on the existing habitats [12],the 
purchase of aircraft by the Turkish Airlines [13] 
, in comparing the efficiencies of existing water 
treatment plants Kotarpur, India [14], and to 
develop the basic structure to select the best PW 
management technology for offshore oil fields 
when the determinant of the management 
selection technology was the offshore discharge 
standards [15]. 

4. Produced Water Treatment Method 
Selection Using Analytic Hierarchy 
Process 

In this study, the South Oil Company (SOC) 
requires to have a treatment technology and 
effective management strategy for the 
discharged PW after treatment. The required 
chemical and physical properties of PW after 
treatment [2] are considered the determinant of 
the treatment selection strategy. Therefore, four 
principle criteria categories were selected to be 
the same as those used in Mofarrah .A et.al’s 
work [15]. These categories were technical 
feasibility, cost, environment, and health and 
safety. The main difference was between the 
sub-criteria and the main criteria of technical 
feasibility. Because the amounts and types of 
these contaminants are field dependent, the sub-
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criteria categories of the technical feasibility for 
offshore oil fields are different from the sub-
criteria categories for onshore oil fields. Size 
and weight of treatment facilities are very 
important for offshore oil fields and they are 
mostly the two main constraints for selecting 
field facilities. In this project, weight and size 
were not considered important for onshore oil 
fields. As a result, the types of alternative 
technologies were different from that used for 
offshore oil fields.

Table 1. The Required Properties of Produced Water after Treatment

Factor Unit Value

PH None 6.5-7.5

TSS Mg/liter <2

Particle Size Micro-m <4

TDS Mg/liter 250,000

OGC Mg/liter <5

Total Iron Mg/liter <5

DO Mg/liter <0.02

Bacteria None Not detected

4.1. Alternatives Selection 

Four technologies are selected as the main 
alternatives for the main objective. These 
technologies were studied carefully [16], [17], 
and [18] with the respect to the customer 
requirements (PW properties after treatment). 
These technologies are already designated and 
available in the current markets. These 
technologies are: 

1- Technology A1- Hydro cyclones
2- Technology A2- Media Filtration
3- Technology A3- Membranes Filtration
4- Technology A4- Evaporation pond.

From the above, it is important to notice that 
the current management method of PW in the 
Alzubair oil field is also selected and included in 
the alternatives selection process. The reason 
behind that is to compare between it and other 
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selected technologies to the respect to the 
customer. Technical reports and published paper 
are used to investigate how each technology 
could be used to achieve these requirements 
[16], [6], [19], [20], [17], [21], and [22]. As a 
result, the main model that is used to select one 
of the technologies as an optimum solution for 
PW problem is developed by using AHP model.

4.2. Analytic Hierarchy Process Modeling

 The SuperDesisions Software, developed by 
William J. Adams of Embry Riddle Aeronautical 
University, was used in this study to build a 
hierarchical decision model in order to 
implement the AHP and to select the best PW 
management technology for the Iraqi oil fields.  
The model environment provided techniques by 
which comparisons between the alternatives and 
the main selected criteria with the respect to the 
main goal of the study were performed.  It is 
also helped to connect between the main goal of 
this study, which is finding the best method and 
treatment technology for managing PW 

effectively in the southern Iraqi oil fields, to the 
main important selected criteria, which are 
Environmental, Technical Feasibility, Cost, 
Health and Safety. These main criteria are as 
same as those used in Mofarrah .A et.al’s work, 
but the only two differences are the determinant 
of the management selection strategy as not the 
same. Also, this study is for the onshore oil 
fields while Mofarrah .A et.al’s work is for the 
offshore oil fields. Because the main criteria in 
this model are important and can be classified to 
sub-criteria, each of them is connected to its sub-
criteria. 

For instance, the criterion Environmental has 
its own sub- criteria which are ecological risks, 
solid wastes, liquid wastes, and NORM. Finally, 
the main goal is connected to the selected 
alternatives technologies through all these sub-
criteria. These connections are allowed to have 
the whole model connected to perform pairwise 
comparisons between these technologies with 
the respect to all important criteria and sub-
criteria in the model see Figure 1 below.
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Figure 1. Analytic Hierarchy Process Model

4.3. Pairwise Comparison Matrix

The Pairwise Comparison Matrices (PCM) 
were provided for all selected criteria and were 
used to perform comparisons between important 
selected criteria. Quantitative and qualitative 
data regarding the performance of the selected 
technology were used to compare between them 
and selected criteria, alternatives, and the main 
goal of this study. The required data to perform 
this comparison was collected from different 
resources, including [16],[23],[24],[25], and 
other published data that discussed the 
geological and operational conditions of Sothern 
Iraqi oil fields. Table 2 was used to select the 
fundamental scale for making a judgment as 
adopted from Saaty [7]. For the performance of 
the technologies, the higher values referred to 

the high performance of the selected technology 
and vice versa. For the cost, the lower values 
were preferred. Making judgments between 
clusters was not performed because all clusters 
in this model were equally important [7]. To 
perform the comparison with a less inconsistent 
method, it is better to say node A is 3 times 
more important than node B [7]. Checking the 
inconsistency was a very important step and it 
was performed at each comparison matrix. If the 
Consistency Ratio (CR) found was less than 0.1, 
the judgment within selected PCM could be 
considered consistent [7]. Figure 2, is an 
example provided for the one of the PCMs used 
in the developed model. 
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Table 2. The Fundamental Scale for Making Judgments
Scale Description 

1 Equal 

2 Between Equal and Moderate

3 Moderate

4 Between Moderate and Strong

5 Strong 

6 Between Strong and Very Strong 

7 Very Strong

8 Between Very Strong and Extreme

9 Extreme

Notes

Decimal judgments, such as  3.5, are allowed for fine tuning, and judgment greater than 

9 may be entered, though it is suggested that they be avoided

Figure 2. Entering Data to Super Decisions Software Through A Pairwise Comparison Matrix

4.4. Synthesizing the AHP Model

In this step, the optimum method that could 
be used to manage PW in the southern Iraqi oil 
field was identified. The best way that could be 
used to report the result was synthesizing the 

whole model. The results showed that the best 
method was using membrane filtration which is 
technology -A3 with the normalized value 
equaled to 0.404603. The second alternative 
technology that can be used for the same 
purpose is technology- A2 (media filtration) 
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with normalized value equaled to 0.243328. 
Technology -A1 is considered an intermediate 
candidate between the above technologies with 
normalized value equals 0.208771. Finally, 
technology A4, which is the current method for 
managing PW in the Zubair oil field, is 
considered the bad alternative that cannot be 
used to achieve the goal of this study with 

normalized weight 0.143298, see Figure 3. The 
Normals column represents the results in terms 
of priorities. The ideals column was obtained by 
dividing each value in Normals column by the 
largest value in the same column. The 
normalized values by cluster and limiting values 
were summarized in Table 3.

Figure 3. The Results of Synthesizing the AHP Model

4.4.1. Sensitivity Analysis
Sensitivity analysis technique is “a 

comprehensive result that takes into 
consideration all benefits, opportunities, costs, 
and risks that could be resulted from 
implementing the selected solution” [7]. 
Sensitivity analysis can measure the economic 
impact that can result from alternative values of 
uncertain variables that could affect the 
economics of the selected project. The great 
amount of factors that can affect the project can 
be taken into consideration by conducting 
sensitivity analysis [26]. Therefore, sensitivity 
analysis was performed in this phase to measure 
risks, economic impacts and risks that could 
result from using the selected technology. 
Sensitivity analysis in this model was performed 
and the results obtained were based on the 
following assumptions:

 The higher weighted value for the 
technology with the respect to 
Environmental criterion means the lowest 
environmental negative impacts (Ecological 
risks, discharging NORM, disposing solid 
wastes, and disposing liquid wastes). 

 The higher weighted value for the 
technology with respect to Technical 
Feasibility criterion assumed to be the 
technology has high efficiency to meet 
technical feasibility- sub criteria objectives. 

 The higher weighted value for the 
technology with the respect to Health and 
safety assumed the technology is effective to 
improve health and safety policy, such as 
minimizing the probability of getting cancer 
for employees who are subjected to NORM. 

 The higher weighted value for the 
technology with the respect to cost criterion 
means the selected technology needs high 
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capital cost and lower operation cost. Visual 
presentation was performed to          

illustrate these analyses as providing in 
Figure 4.

Figure 4. Sensitivity Graph for the Environmental Node

The sensitivity graph in Figure 4 was plotted 
when the priorities of Environmental node was 
located on the x axis and the priorities of the 
Alternatives were located on the y axis. The 
graph shows that at the environmental priority = 
0.5, technology A1, which was Hydrocyclones, 
was about 0.2 (the intersection of red 
line\technology A1 with parameter value\ black 

line at 0.5 on y axis), Technology A2 about 0.25, 
Technology A3 about 0.41, and Technology A4 
about 0.14. It was noticed from Figure 4 that if 
the priority of Environmental node was greater 
than about 0.4, Technology A3 became the 
preferred choice; and before 0.4, the Technology 
A2 was the best alternative technology.

4.5. The Super Matrices of the Model

The priorities derived from PCMs were 
entered in the unweighted Supermatrix. Then, 
the weighted Supermatrix included all priorities 
of pairwise comparisons. In this model, the 
unweighted Supermatrix and weighted 

Supermatrix were the same because the clusters 
were not weighted. Pairwise comparisons were 
performed for all nodes within created clusters 
with the respect to the main goal of the model. 
The weighted Supermatrix was obtained by 
multiplying all elements of the unweighted 
Supermatrix by cluster weight. In addition the 
limit Supermatrix was obtained by multiplying it 



The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

24

times itself. The all weighted and unweighted 
super matrices outputs were provided in the 

Tables numbered from 4-9.

Table 3. Overall Normalized Weighting Factors of Criteria and Subcriteria
Name Normalized By Cluster Limiting

Goal
Selection of PW Management Method for Iraqi 
oil fields 0 0

Criteria
Environmental 0.35294 0.117647
Technical Feasibility 0.11765 0.039216
Cost 0.17647 0.058824
Health and Safety 0.35294 0.117647

Cost Sub-Criteria
Capital 0.2 0.011765
Operation Cost 0.8 0.047059

Health and Safety Sub-Criteria
Operational Risk and accident 1 0.117647

Alternative
Technology A1 0.20877 0.06959
Technology A2 0.24333 0.081109
Technology A3 0.4046 0.134868
Technology A4 0.1433 0.047766

Environmental Sub-Criteria
Ecological Risk 0.21529 0.025328
Solid Wastes 0.08231 0.009683
Liquid Wastes 0.10239 0.012046
NORM 0.60001 0.070589

Technical Feasibility Sub-Criteria
Bacteria Removal 0.05324 0.002088
OGC Removal 0.29915 0.011731
DO Removal 0.15772 0.006185
Iron Removal 0.13291 0.005212
Particle Size Reducer 0.19607 0.007689
Heavy Metals Removal 0.16091 0.00631
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Table 4. The Unweighted Supermatrix

Table 5. The Unweighted Suprmatrix Continued
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Table 6. The Weighted Supermatrix

Table 7. The Weighted Supermatrix Continued
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Table 8. The Limit Supermatrix

Table 9. The Limit Supermatrix continued
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5. Conclusion  
MCDM is an effective method that can be 

implemented to select the optimum solution 
from different alternatives with the respect to 
customers’ needs and the main goal for the 
selected project with a lack of quantitative data. 
In this study, the AHP helped to select the best 
treatment technology for PW that has been 
produced along oil and gas production processes 
in the southern Iraqi oil fields. The developed 
model helped to enter judgments between the 
alternatives based on the qualitative and 
quantitative data. By other words, it can help to 
make proper decision and solve a problem with 
a lack of data. Even though the results obtained 
from synthesizing the whole model showed that 
the membrane filtration technology is effective 
to treat the discharged PW and reduce the 
concentrations of the various contaminants into 
the required properties prior to reuse and 
disposal, a pilot treatment plant is highly 
recommended to construct prior to construct the 
whole treatment system for PW in the southern 
Iraqi oil fields. For the future research, 
implementing MCDM in the oil industries to 
find the optimum solution for the identified 
problems is a new approach that can help 
decision makers to solve problems and take hard 
decisions with less efforts, time, and risks. 

6. References

1. U.S.Energy Information Administration. 
Independent Statistics & Energy 2010; Available 
from: http://www.eia.gov/countries/cab.cfm?fips=IZ.

2. SOC, Produced Water Treatment for Zubair 
field in SOC, 2012, South Oil Company: Basrah, 
Iraq.

3. Furuholt, E., Environmental Effects of 
Discharge and Reinjection of Produced Water. 

Environmental Sience Research, 1995. 52: p. 275-
288.

4. Sirilumpen, M. and J.C. Meyer, Water 
Reinjection for Disposal in Erawan Field, in SPE 
International Conference on Health, Safety and 
Environment in Oil and Gas Exploration and 
Production2002, Copyright 2002, Society of 
Petroleum Engineers Inc.: Kuala Lumpur, Malaysia.

5. Navarro, W., Produced Water Reinjection in 
Mature Field With High Water Cut, in Latin 
American & Caribbean Petroleum Engineering 
Conference2007, Society of Petroleum Engineers: 
Buenos Aires, Argentina.

6. Surace, D., et al., Installation of a Produced 
Water Treatment System on Raml Field (Western 
Desert), Egypt, in SPE Annual Technical Conference 
and Exhibition2010, Society of Petroleum Engineers: 
Florence, Italy.

7. Saaty, R.W., Decision-making in complex 
environment: the analytic hierarchy process (AHP) 
for decision making and the analytic network process 
(ANP) for decision making with dependence and 
feedback; a manual for the AHP and ANP software 
SuperDecisions, in Decision-making in complex 
environment: the analytic hierarchy process (AHP) 
for decision making and the analytic network process 
(ANP) for decision making with dependence and 
feedback; a manual for the AHP and ANP software 
SuperDecisions B2 - Decision-making in complex 
environment: the analytic hierarchy process (AHP) 
for decision making and the analytic network process 
(ANP) for decision making with dependence and 
feedback; a manual for the AHP and ANP software 
SuperDecisions2003, Creative Decisions Foundation: 
Pittsburgh, PA.

8. Saaty, T.L., Decision making with the 
analytic hierarchy process. Int. J. Services Sciences, 
2008. 1(1): p. 83-98.

9. Yang, J. and P. Shi, Applying Analytic 
Hierarchy Process in Firm's Overall Performance 
Evaluation: A Case Study in China. International 
Journal of Business, 2002. 7(1): p. 29-46.

10. Qureshi, M. and S. Harrison, Application of 
the analytic hierarchy process to riparian revegetation 

http://www.eia.gov/countries/cab.cfm?fips=IZ


The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

29

policy options. Small-Scale Forestry, 2003. 2(3): p. 
441-458.

11. Wang, G., et al., Landfill site selection using 
spatial information technologies and AHP: A case 
study in Beijing, China. Journal of Environmental 
Management, 2009. 90(8): p. 2414-2421.

12. Malmasi, S., et al., Ecological Impact 
Analysis on Mahshahr Petrochemical Industries 
Using Analytic Hierarchy Process Method. 
International Journal of Environmental Research, 
2010. 4(4): p. 725-734.

13. Yavuz, O., B. Huseyin, and K. Merve, 
Aircraft Selection Using Analytic Network Process: 
A Case for Turkish Airlines. Lecture Notes in 
Engineering and Computer Science, 2011(1): p. 
1155.

14. Borad, M.M.T.a.N.N., Use of AHP Method 
in Efficiency Analysis of Existing Water Treatment 
Plants. International Journal of Engineering Research 
and Development, 2012. 1(7): p. 42-51.

15. Mofarrah, A., et al., Decision-Making Tool 
for Produced Water Management

Produced Water, K. Lee and J. Neff, Editors. 2011, 
Springer New York. p. 573-586.

16. Igunnu, E.T. and G.Z. Chen, Produced water 
treatment technologies. Int. J. Low-Carbon Tech., 
2012: p. cts049.

17. Essam Abdul-Jalil Saeed, H., H. Abdulah, & 
Ayad, A. Al-Haleem Components and Treatments of 
Oilfield Produced Water Al-Khawarizmi Engineering 
Journal  2010. 6(1): p. 24-30.

18. Beech, S.J., Oil removal for produced water 
treatment and micellar cleaning of ultrafiltration 
membranes, 2006, Texas A&M University.

19. Doran, G.F., et al., Evaluation of 
Technologies to Treat Oil Field Produced Water to 
Drinking Water or Reuse Quality, in SPE Annual 
Technical Conference and Exhibition1997, 1997 
Copyright 1997, Society of Petroleum Engineers, 
Inc.: San Antonio, Texas.

20. Scholz, W. and M. Lucas, Techno-economic 
evaluation of membrane filtration for the recovery 

and re-use of tanning chemicals. Water research, 
2003. 37(8): p. 1859-1867.

21. CSM, An Integrated Framework for 
Treatment and Management of Produced Water : 
Technical Assessment of Produced Water Treatment 
Technologies 1st Edition, 2009: Colorado School of 
Mines.

22. Patel, C., Management of produced water in 
oil and gas operations, 2005, Texas A&M University 
2005-02-17T21:04:53Z 2005-02-17T21:04:53Z 
2004-12 2005-02-17T21:04:53Z.

23. Velmurugan, V. and K. Srithar, Prospects 
and scopes of solar pond: A detailed review. 
Renewable and Sustainable Energy Reviews, 2008. 
12(8): p. 2253-2263.

24. Ditria, J.C. and M.E. Hoyack, The 
separation of solids and liquids with hydrocyclone 
based technology for water treatment and crude 
processing, in SPE Asia Pacific Oil and Gas 
Conference B2 - SPE Asia Pacific Oil and Gas 
Conference (November 10)1994: Melboume, 
Australia.

25. United States Environmental Protection 
Agency. 2012; Available from: http://www.epa.gov/.

26. Khomenko, Y. and O. Poddubnaya, 
Senstivity Analysis As A Tool For Risk Managment 
Economic Herald of the Donbas, 2011. 4(26): p. 193-
197.

http://www.epa.gov/


Reproduced with permission of the copyright owner. Further reproduction prohibited without
permission.



The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

30

An Analytical Hierarchy Process framework to Mitigate the Security Risk 
in the Global Container Supply Chain

Khalid Bachkar1, Koo Won2 and Joseph Szmerekovsky2 
1California State University, Maritime Academy
2North Dakota State University
kbachkar@csum.edu, wkoo@ndsu.edu, Joseph.Szmerekovsky@ndsu.edu

 Abstract 

Nowadays, container shipping plays a 
fundamental role by changing the scale and 
scope of global freight distribution and enabling 
a greater velocity in freight distribution. 
Consequently, it has opened new global markets 
for export and import as it allows a great 
quantity of space to be traded at a lower cost. 
Every day, millions of containers transit 
countries across the world on truck chassis, flat-
bed rail cars, and barges.  A single container can 
carry a wide variety of cargo ranging from 
computers to books, from drugs to arms, from 
nuclear to biological materials. Containers have 
been and still are targeted by those seeking to 
move contraband around the world, those 
attempting to use them as a means to smuggle 
drugs, illicit items and even people.  

This paper contributes to the study of supply 
chain cargo container shipment security by 
focusing on a new aspect of this chain. 
Specifically, using the Analytic Hierarchy 
Process (AHP) approach offers a way to 
potentially reduce the risks that lead to the 
problems and situations that negatively affect 
supply chain security. This study provides a 
practical guide to container security risk 
management that can be used by small and large 
companies. In sum, the model can be seen as a 

valuable tool to build on for assisting supply and 
risk management professionals in the container 
industry to secure their supply chains in an ever 
uncertain world.

1. Introduction 
Before the development of the shipping 

container, maritime cargo was placed on pallets 
and loaded and removed from ships’ holds by 
crane. It was extremely time consuming and 
labor intensive, highly susceptible to pilferage, 
breakage and weather factors and involved a 
highly inefficient system for getting cargo from 
its original ports to their ultimate destination. 
Today, at the state-of-the art ports, it can take a 
container only a few minutes to be offloaded 
from a container ship and placed on a truck 
chassis to be ready to exit the port facility gate. 
A container loaded with electronic devices can 
be shipped directly from its original loading site 
to its export destination without ever having 
been opened. 

Sea and air transport modes are the most 
frequently used in the movement and 
exchange of goods between nations and 
continents. Maritime transport, however, 
with its cost and capacity to carry both 
general cargo and bulks, has become the 
preferred choice for shippers. Nowadays, 
container shipping plays a fundamental role 

mailto:kbachkar@csum.edu
mailto:wkoo@ndsu.edu
mailto:wkoo@ndsu.edu


The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

31

by changing the scale and scope of global 
freight distribution and enabling a greater 
velocity in freight distribution. 
Consequently, it has opened new global 
markets for export and import as it allows a 
great quantity of space to be traded at a 
lower cost. Every day, millions of containers 
transit countries across the world on truck 
chassis, flat-bed rail cars, and barges.  A 
single container can carry a wide variety of 
cargo ranging from computers to books, 
from drugs to arms, from nuclear to 
biological materials. However, as the 
volume of cargo containers increases 
dramatically, the number of agents assigned 
to inspect these cargo containers stayed 
unchanged among trading countries. In fact, 
less than 2% of cargo containers are subject 
to inspection [1]. Thus, containers have been 
and still are targeted by those seeking to 
move contraband around the world, those 
attempting to use them as a means to 
smuggle drugs, illicit items and even people.  

This paper contributes to the study of 
supply chain cargo container shipment 
security by focusing on a new aspect of this 
chain. Specifically, using the Analytic 
Hierarchy Process (AHP) approach offers a 
way to potentially reduce the risks that lead 
to the problems and situations that 
negatively affect supply chain security. 
Evaluation and management of security 
risks in the container supply chain represents 
a typical Multi-Criteria Decision Making 
(MCDM) problem that entails criteria that 
can be both qualitative and quantitative. We 
have used AHP in this study because it 
allows decision-makers to model a complex 
problem in a hierarchical structure 
portraying the relationships of the overall 
goal, criteria (objectives), and alternatives. 
This study provides a practical guide to 

container security risk management that can 
be used by small and large companies. This 
is the first such work to manage the security 
risk in global container supply chain 
(GCSC) using an AHP model. In sum, the 
model can be seen as a valuable tool to build 
on for assisting supply and risk management 
professionals in the container industry to 
secure their supply chains in an ever 
uncertain world.

2. Objectives of the study
     The goal of this study is to identify and 
assess the security risk associated with 
GCSC and provide a practical guide to 
container security risk management that can 
be used by shipping companies. The 
objectives of this study are as follows:

 Formulate an AHP framework to 
mitigate the security risk in the 
GCSC;

 Prioritize security risks and evaluate 
them to determine which risk should 
be tackled first and selecting 
appropriate alternative options to 
mitigate them;

 Assess the AHP’s model overall 
performance with respect to 
consistencies associated with subject 
matter experts’ judgments.

 For this study, the AHP model was 
structured in the form of a tree hierarchy 
where Level 1 describes the major goal of 
minimizing security risk in the GCSC 
whereas the objectives at level 2 represent 
the major risk factors in the GCSC. Finally, 
level 3 defines the three alternative risk 
mitigation options. 

3. Literature review
The relevance of the management of 

security risk in the GCSC has received an 
avalanche of attention in the last few years. 
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Several articles have been written regarding 
the security of the GCSC [2][3][4].  
Traditionally, most of the articles in the area 
of the security in container supply chain 
were dealing with specific concerns of drug 
smuggling and product theft. After 
September 11, 2001, governments, customs 
administrations, international organizations, 
researchers, and businesses have carried out 
diverse actions, and delivered different types 
of reports and papers on the topic. Since 
then, different types of report and papers on 
risk assessment of container security have 
been published [3][5][6][7]. Their main aim 
was to determine and evaluate the exposure 
of containers to specific risks. In fact, a 
thorough risk analysis begins with the 
identification of threats and vulnerabilities 
to which containers are exposed. Once 
identified, they can be evaluated using 
qualitative or quantitative approaches.

The European Conference of Ministers 
of Transport [8] posits that a container could 
be used as a weapon to attack a port or any 
other facility along a transport chain after 
unloading from a ship or even while still on 
the ship before inspection. Many ports are 
located in major population and industrial 
centers and contain significant quantities of 
oil and other vital commodities. Such 
attacks could be conducted using weapons 
of mass destruction (WMD) or large 
quantities of conventional explosives. 
Attacks could also be launched on a 
vulnerable target from a container on a 
truck, train, or barge. Dimitrios and 
Panayota [9] contend that the freight 
network could prove attractive due to the 
nature of some of the goods it carries, that 
is, particular types of hazardous cargo, such 
as noxious chemicals, poisons, flammable 
fuels, radioactive materials and nuclear 
waste that are regularly transported along 
both roads and railways. A survey carried 
out amongst relevant stakeholders in Texas 

indicated that about half of the trucking 
companies and half of the freight forwarders 
felt that containers were a security concern 
[10]. According to Van de Voort et al. [11], 
the GCSC has become an attractive target 
for terrorism because of the following 
reasons:

 Container supply chain is an open 
system and inherently vulnerable to 
attacks.

 Only a small percentage of containers 
are physically inspected.

 Theft and smuggling.
 Major investments needed in low-

margin industry (ownership problem).
 Lack of clearly defined responsibilities 

and liabilities of actors in the chain.
 Conflicting, unclear, and overlapping 

jurisdictions of national and 
international regulatory and oversight 
authorities.

  Lack of uniformity in the rules and their 
application for making transactions in 
different parts of the world/countries.

 Lack of standards (technological and 
operational).

  Missing link between security and 
throughput.

Increasingly, drug smuggling via 
containers has been growing and generating 
more revenues for criminal and terrorist 
organizations. Schlesinger [12] contends 
that the drug supply chain has three major 
locations: source country, transshipment 
country(s), and destination country. The 
bulk of the drugs are produced in third world 
countries where governments have weaker 
security infrastructure and tend to be more 
corrupt. It is then transshipped to slightly 
richer nations where it is sorted and shipped 
to wealthier countries as a final destination. 
Containers are increasingly seen as an easy 
target for theft by organized criminal 
groups. Thieves are adept at breaking into 
containers, stealing part of the load, and 
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rescaling the box so that companies assume 
they have been short-shipped when they 
receive the merchandise [13].Green [14] 
posits that container thefts do not necessarily 
involve stealing the container itself. A group 
of criminals that has the time and resources 
will take a container and cut a hole in the 
side or the roof of the container to remove 
some or all of the contents. The hole is then 
re-welded and painted over, looking like a 
bad repair, and the seal, which is designed to 
show if the container has been tampered 
with, remains totally unbroken. Or they 
remove the rivets holding the doors on, and 
replace them afterwards. When the theft is 
discovered at the destination, there is no clue 
as to when or where the theft occurred. 
According to Kumar et al. [4], the major 
security risk criteria in the GCSC can be 
classified into six common criteria that 
include measurement, environment, 
personnel, material, method, and machine. 
Each criterion will be discussed in the 
followings:

The measurement criterion has two 
failure points, which are reliability of the 
supply chain partners and the accurate 
logging of the cargo. In fact, one of the 
greatest difficulties in the security of the 
container supply chain is that no single 
member has full control of the system. Each 
member of the system attempts to secure his 
operations individually and, in some cases, 
coordinates with the next member of the 
chain. However, if one partner of the supply 
chain is not adequately participating in 
maintaining the security of containers, it will 
put the whole supply chain in great 
jeopardy. Unknown container content can 
also cause a problem if the cargo is not 
measured and logged accurately. 

The environment criterion has two 
failure points, which include infrastructure 
and customs. Security of the system has 
traditionally focused on reducing the loss of 

cargo shipments through theft, piracy and 
misrouting. Since the 11 September 2001 
terrorist attacks, security issues have moved 
to the top of the agenda of governments and 
businesses alike [15]. However, theft and 
piracy are still important issues of concern, 
with goods worth many billions of dollars 
vanishing every year, especially in 
developing countries where the 
transportation infrastructure is not highly 
developed. In order to clear cargo 
containers, customs require accurate 
documentation. Failure to do so will cause 
unnecessary delays in clearance, and may 
affect the lead times to end customers, 
causing companies to carry higher safety 
stocks.
The personnel criterion has one main 
failure point, which is the identification of 
the personnel at different stages of the 
GCSC. It is mandatory to ensure that access 
is restricted to authorized personnel in areas 
where containers are stored. This can be 
achieved by providing adequate access 
control points, lightning and fencing gates. 
Access to restricted areas would be granted 
following extensive background checks at 
every stage of the supply chain.
The material criterion has one major failure 
point, which is container sealing. In fact, an 
appropriate sealing can protect the container 
from unauthorized access while moving 
through the supply chain. Physical security 
must begin at loading with the use of 
international standards, registered and 
tamper-resistant container seals, and 
inclusion of seal numbers on all shipping 
documentation. 

The method criterion has two failure 
points, which include tracking and access 
control. If containers are fully tracked, this 
will lead to an end-to-end visibility of the 
container shipment in real-time. Real time 
location tracking can allow companies to 
optimize the supply chain from the security 
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standpoint. In fact, an increased visibility 
throughout the supply chain will enhance 
awareness of cargo loss and prevent 
containers from being infiltrated and 
tampered with. Also, failure to regulate and 
monitor the access to containers precludes 
from identifying if unauthorized persons 
have entered or left something in a 
container.

The machine criterion has one failure 
point: reliability of the equipment. The 
shipper computer systems need to be up to 
date to handle the increase in shipments 
taking place. These systems also need to be 
able to pinpoint any unusual time lapses and 
detect anomalies or suspected activities [4].

4. Research methodology
Evaluation and management of security 

risk in the GCSC represents a typical 
Multiple Criteria Decision Making (MCDM) 
problem that entails multiple criteria that can 
be both qualitative and quantitative. Over 
the past three decades, scientists and 
researchers from a variety of disciplines 
(psychology, mathematics, engineering, and 
economics) have contributed to the 
development of the MCDM field as an 
important part of management science. An 
example of MCDM selected to model 
security risk management in the GCSC is 
AHP developed by Saaty. AHP method has 
been studied extensively and used in 
numerous applications in the last 20 years 
[16][17]. The wide AHP applicability is 
mainly due to its flexibility in a variety of 
decision making scenarios, its ease of use, 
and its simplicity. The AHP method can 
support managers in a broad range of 
decisions and complex problems – including 
supplier-selection decisions, facility-location 
decisions, forecasting, risks and 
opportunities modeling, choice of 
technology, plan and product design, and so 
on [18]. Although its extensive applications 

in the past, no evidence of its application in 
the area of the security of container supply 
chain can be found.  The two studies that 
considered the application of AHP to 
manage the security issues were conducted 
by Kwang and Youn [19] and Saunders [20]. 
AHP is a robust and flexible multi-criteria 
decision analysis methodology that can be 
used in the era of risk assessment in supply 
chain. Increasingly, the prioritization of 
supply chain objectives is essential to 
identify the risks which would affect the 
achievement of those objectives. AHP 
method helps to reduce the randomness of 
subjective evaluations to a greater extent.

The basis of AHP method is the 
hierarchic representation through which the 
complexity of the problem can be solved by 
successive simple processes. Each element 
of the hierarchy in a given level is 
necessarily connected to at least one element 
of the next higher level, which is considered 
as a criterion. Graphically it can be 
displayed with a hierarchy tree where we put 
at the top (first level) the goal, then 
successively from top to bottom, levels of 
factors (point of views, criteria, sub criteria), 
then alternatives (Figure 1) [21].

The AHP method consists of the 
followings steps:

Step 1: Structuring the decision problem 
by breaking it down into a hierarchy of 
interrelated decision elements (decision 
criteria and decision alternatives);

Step 2: Collecting input data of decision 
elements for each criterion by pairwise 
comparison. The comparison between any 
two criterions is made using 1-9 qualitative 
scale shown in Table 1. The comparisons 
between criteria are used to form a matrix of 
pairwise comparisons called the judgment 
matrix of size n × n;

Step 3: Using the eigenvalue method to 
calculate the relative priorities of the 
decision elements;
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Step 4: Aggregating the relative priorities 
of decision elements to arrive at a set of 
ratings for decision alternatives;

Step 5:  Determining the consistency 
ratio for each of the above matrices. 

5. AHP application to security 
management in the GCSC

Following the AHP procedure described 
above, the hierarchy of the problem can be 
developed on the basis of three levels, which 
are (1) goal; (2) criteria; and (3) alternatives 
for an AHP model. The levels in the AHP 
model for this study are defined as follows:

Level 1 (Goal): To mitigate the security 
risk in the global container supply chains; 

Level 2 (Criteria): Major Risk Factors in 
the global container supply chain logistics 
(GCSCL). The criteria are defined as (1) 
measurement; (2) environment; (3) 
personnel; (4) material; (5) method; and (6) 
machine;
Level 3 (Alternative): Risk mitigation 
methods. In the model, three alternative 
options are proposed to manage the 
container supply chain security risk. They 
are as follows:

Customs-Trade Partnership against 
Terrorism: C-TPAT is a voluntary program 
let by US. Customs and Border Protection 
that strives to maintain the security of 
containers across the entire supply chain. All 
stakeholders (private businesses, carriers, 
consolidators, brokers, forwarders, ports, 
and terminal operators) in the container 
supply chain are required to conduct a 
comprehensive assessment consistent with 
the C-TPAT security criteria to increase the 
integrity of all containers and goods en route 
to the United States.

Authorized Economic Operators 
(AEO): Defined in the SAFE Framework 
as,”....a party involved in the international 
movement of goods in whatever function 
that has been approved by or on behalf of a 

national customs administration as 
complying with the World Customs 
Organization (WCO) or equivalent supply 
chain security standards” [22]. The AEO is a 
program that takes into consideration the 
entire supply chain and involves 
manufacturers, exporters, importers, 
carriers, freight forwarders, brokers, 
customs, ports, terminal operators, 
warehouses, distributors, and any other 
person touching the goods in the process. 
Under AEO [22], Customs and AEOs shall 
establish and/or bolster measures to ensure 
that the integrity of cargo is maintained and 
that access controls are at the highest 
appropriate level, as well as establishing 
routine procedures that contribute to the 
security of cargo.  

Smart Containers: Today, most supply 
chain executives believe that investments on 
smart containers will yield more than greater 
supply chain visibility and faster shipment 
transit times. It is important to note here that 
not all smart containers have the same level 
of intelligence. According to Giermanski 
[23], only the smartest type that uses more 
sophisticated sensors will tell what is inside 
in the containers, who supervised their 
loading, was there unauthorized access en-
route and say where did that access take 
place, and where they are but should not be. 
Also, smart containers provide real-time 
information about their origin, their 
destination, their carrier, and their tracking. 

Figure 2 shows inter-relationship 
between the three levels (goal, criteria, and 
alternatives) in the AHP process. The 
elements between the three levels are 
connected to indicate that each criterion in 
the model affects the overall goal objective 
and that each alternative is evaluated on 
each criterion.
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6. Data collection
Primary data for this study were collected 

through the use of questionnaires in order to 
assess the order of importance of security 
risks in the GCSC. Accordingly, the result 
of the questionnaire survey was used as an 
input for the AHP model. The questionnaire 
has 33 questions divided into two sections. 
The first section asked the subject matter 
expert to assess the relative importance of 
different criteria for the goal of “to mitigate 
the security risk in the GCSC” by making 
pairwise comparisons of the six criteria. For 
each pair of criteria the expert was requested 
to select the number which best represents 
the relative importance of the two criteria 
with respect to the goal. The value assigned 
to a comparison can range from 1/9 to 9, 
where 1/9 would imply that the one element 
is extremely less important than the other 
and 9 implies that the element is extremely 
more important than the other. A case of 
equal importance is indicated by the value 1. 
Furthermore the importance of one element 
with respect to another is the reciprocal of 
the value assigned to the importance of the 
second compared to the first [24]. The 
second section asked the subject matter 
expert to make pairwise comparisons of the 
three alternatives with respect to each of the 
six criteria. In order to familiarize experts 
with pairwise comparisons of the AHP 
survey and minimize inconsistent replies, a 
detailed explanation of the decision criteria 
and alternatives and instructions on how to 
use the scale to complete the pairwise 
comparisons were given on the introductory 
page of the questionnaire.

       In this study, a total of 350 survey 
questionnaires were given out. Of this 
number, 121 questionnaires were returned, 
yielding a response rate of 34.57 %.  The 
sample experts include Vice President for 
Global Asset Protection & Security, Director 
for Supply Chain Risk Management, 

Maritime Security Specialist, Senior 
Director of International Business Policy, 
Chief Executive Officer, Port Director, 
Director of Maritime affairs, Project 
Manager Supply Chain Security, among 
others. Such a response rate was considered 
highly satisfactory to carry out the analysis. 
The pairwise comparison process elicits 
qualitative judgments or opinions that 
indicate the strength of the experts’ 
preference in a specific comparison 
according to Saaty’s 1-9 scale. The experts 
were requested to respond to several 
pairwise comparisons where two categories 
at a time are compared with respect to the 
goal. The analysis was carried out using The 
Expert Choice Software (11.5).

7. Empirical results and discussion

7.1 Interpretations of the level 2 priorities- 
criteria

     Table 2 shows the ranking of criteria. 
Personnel is the most important risk factor 
to minimize and manage in the GCSC with a 
priority of 0.2585 (25.85%) while 
environment and method ranked second and 
third with an importance priority of 0.1752 
(17.52 %) and 0.1590 (15.90%), 
respectively.  The consistency ratio for this 
level was 0.01 within acceptable range of 
0.10 [24] and thus the experts’ comparisons 
are consistent to give useful estimates of the 
weights of decision criteria and alternatives.  
     These finding are consistent with 
previous studies on the security of 
containers that emphasize the importance of 
the identification of people since they are 
involved at every stage of the GCSC. For 
example, Sarathy Ravi [25], suggested that 
container security measures need to ensure 
that all individuals involved in GCSC should 
be trusted. Therefore, measures include pre-
shipment review of shippers and associates 
at the point of loading and departures, and 
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monitoring people who have access to the 
container need to be considered. This can be 
achieved by the use of smart IDs, 
biometrics, face prints, fingerprints, 
deoxyribonucleic acid (DNA), and the 
creation of databases to determine 
individuals’ antecedents.
      Environment risk also needs to be 
mitigated as it is ranked second in 
importance. Increasingly, the management 
of environment risk could improve the 
security of the GCSC by implementing 
infrastructure standards for all shipments as 
well as supply chain partner licenses and 
certifications that assist customs [4]. 
      Also, the management of machine risk 
could improve the security of GCSC by 
increasing the visibility through the supply 
chain by providing timely and accurate 
information on container and cargo status 
and location. In this regard, the use of Radio 
Frequency Identification (RFID) to automate 
container check-in, check out and 
accounting processes will optimize the 
GCSC from the security standpoint. 
According to Lun [26], the use of an RFID 
container tag, which comprises detailed 
information about the content of a container, 
would provide an efficient means to monitor 
the integrity of containers by alerting 
officials if a container has been tampered 
with. 
      Material was ranked fourth with a 
priority of 0.1423 (14.23%) and Machine 
risk was ranked fifth with a priority of 
0.1346 (13.46%). Measurement risk was the 
least in importance with a priority of 0.1302 
(13.02%).

7.2. Interpretation of level 2 priorities –
decision criteria

     Table 2 gives the ranking of the 
alternatives in relation to the overall goal. 
This Table includes a detailed ranking 
showing how each alternative was evaluated 

with respect to each objective. Expert choice 
recommends two modes to synthesize an 
AHP model to derive results; namely the 
ideal and the distributive mode. This will not 
change the model and can be switched back 
and forth between the two modes. In 
general, the priorities from either mode are 
within a few percentage points of each other. 
The ideal synthesis mode which assigns the 
full weights of each covering decision 
criterion to the alternative with the highest 
priority that is mapped to the objective was 
chosen for this study. The other alternatives 
mapped to the objective receive weights 
proportionate to their priority relative to the 
best alternative under each covering 
decision criterion. The weights/priorities for 
all the alternatives are then normalized so 
they sum to 1. Table 2 shows the details 
followed by a ranking of the alternatives. 
The most preferred alternative is the one 
with the highest priority. 

The ideal synthesized results contained in 
Table 2 reflects that based on pairwise 
comparisons with derived priorities, the C-
TPAT is the best alternative to manage the 
security risk in the GCSC, with an overall 
priority score of 0.3905. The details of this 
decision can be examined to see that the C-
TPAT was ranked the highest because it 
offers a better management of three major 
risks (measurement, environment, and 
personnel risk). By looking at the ranking of 
risks that we have obtained in Table 2, these 
risks are ranked among the fourth highest 
risks based on experts’ judgments. 
Therefore, the C-TPAT was chosen as the 
best alternative to manage them. 
     Although smart containers offer 
enormous potential to improve security 
throughout the GCSC, they were ranked 
second with an overall priority score of 
0.3256. They were the highest in rank on 
three out of the six decision criteria 
(material, method, and machine risk). In 
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fact, 41.66% of questionnaires received 
ranked smart containers as the best 
alternative to manage the security risk.  This 
explains the increased use of smart 
containers to enhance security worldwide. 
The Homeland Security Research Group has 
estimated that revenues in the overall 
container security market will increase from 
less than $1 billion in 2007 to more than $4 
billion in 2012 [27].

Finally, the AEO was ranked third with 
an overall priority score of 0.2838. This can 
be explained by the fact that the AEO’ 
security rules in the regulation are not as 
detailed as the security guidelines in the C-
TPAT. It should be noted that the security 
rules in C-TPAT more or less refer 
exclusively to one mode of transport which 
is the container mode whereas the AEO 
refers to all modes of transport.

8. Conclusion
     Based on the pairwise comparisons with 
derived scale measurements, it is evident 
that the C-TPAT is the best alternative to 
secure the CSC. The relative importance of 
C-TPAT in enhancing security and 
facilitating legitimate trade is consistent 
with literature in terms of the continuous 
growth in participation of C-TPAT. The 
membership in C-TPAT has become an 
importance competitive advantage as well as 
a method of preserving operations of many 
firms. C-TPAT had 8,762 certified members 
as of November 6, 2008, with over 3,000 
validations (approvals of membership upon 
a U.S. CBP audit) [28]. In fact, the eminent 
C-TPAT success is that even though 
participant companies join voluntarily, 
members have made participation and 
compliance with C-TPAT security standards 
a requirement that needs to be met to do 
business with their partners and therefore 
creating a chain of trust. 

     Increasingly, trade management will be 
based on a foundation of credible risk 
management and the ability to reliably 
identify the personnel, goods and 
conveyances that are legitimate, so their 
movements can be facilitated. This would 
allow shippers, importers, regulators, and 
inspectors to focus on the smaller number of 
entities about which they know little or have 
specific concerns [29]. Certainly, C-TPAT 
will increase the scope and accountability of 
management over supply chain events and 
partners to prevent the introduction of 
weapons of terror into the trade network and 
therefore creating a true green lane that 
speeds low risk shipments across all borders.
     This study has provided a framework, 
from which management can reference to 
estimate and mitigate the security risk 
associated with the GCSC. However, there 
are more areas in CSC that merit in-depth 
analysis. 
     In fact, there is always a thin line 
between the reliability of the alternative 
options proposed in this study to manage the 
security risk in the GCSC and the cost of 
implementing these measures, especially for 
small and medium industries (SMIs). 
Although C-TPAT and AEO have common 
points, each of them is nevertheless an 
independent effort to improve the container 
supply chain security while maintaining the 
flow of commerce. While the benefits 
offered through these two initiatives make 
membership worthwhile for many 
companies, it is pertinent to ask ‘How much 
are these going to cost?’  In fact, the answer 
to this crucial question and the pricing of 
financing security remains an open topic for 
future research.
     There are risks associated with certifying 
companies such as C-TPAT and AEO 
members. Increasingly, members’ containers 
will flow through the system with less 
inspection and faster clearance. The 
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pertinent question that must be answered in 
future research is what if a terrorist group 
uses such advantage by placing WMD or 
conventional explosives in a shipping 
container? C-TPAT and AEO members 
must be aware of the increased threat of the 
use of their containers as a means to 
smuggle drugs and illicit items and will 
likely have to increase security even more 
along the entire supply chain to countervail 
that threat.
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Figure 2: Structure of Analytic Hierarchy Model for Security Risk in the Global Container Supply Chain
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Table 1: Measurement Scale of AHP [24]

Table 2: Synthesis Report
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Abstract 

Stochastic computer simulation remains a 
popular method used to support decision-
making. It is a powerful tool that enables 
decision-makers in industry and government to 
improve organizational performance and achieve 
performance objectives. Most real-world 
decisions involve the simultaneous optimization 
of multiple, and often conflicting, performance 
objectives. Researchers and practitioners use 
various approaches to address these 
multiobjective problems, and many of the 
approaches that integrate the simulation models 
with the stochastic multiple objective 
optimization algorithms have been proposed, 
many of which use the Pareto-based approaches, 
which generate a finite set of compromise, or 
tradeoff, solutions. Nevertheless, identification 
of the most preferred solution can be 
overwhelming task to the decision-maker and is 
much harder in the presence of stochastic 
objectives. In this paper, a design of decision-
making solution selection process in the 
presence of multiple stochastic objectives is 
proposed. The proposed approach starts with a 
given set of Pareto optimal (i.e., compromise or, 
tradeoff) solutions as input and seeks to reduce 
the set of compromise solutions. A detailed 
description of the proposed approach and a 
numerical example is given for illustration. The 

numerical example and analysis show the 
promise of the proposed approach. Thus, the 
reduction method of the set of Pareto optima in 
the presence of stochastic objectives can serve as 
an efficient approach to facilitate the decision-
making process under uncertainty.

1. Introduction 
Simulation is a decision analysis and support 

tool. It is known as a powerful tool that allows 
modeling a physical, dynamic process on the 
computer, and it is particularly valuable when 
there are significant uncertainties that are 
inherent in that process. Decision-makers often 
use simulation within their organizations to 
evaluate, compare and optimize alternative 
designs, plans and policies. As such, it provides 
a tool for explaining and defending decisions to 
various stakeholders. Perhaps, most importantly, 
simulation is used when the system under 
consideration has complex interactions and 
requires the input from multiple disciplines and 
has become integral for strategy development 
and execution in terms of better decision-making 
and better implementation techniques [1].

It is important to note that most real-world 
decisions involve not only one, but multiple, 
often conflicting objectives that must be 
addressed simultaneously. Often, a set of 
compromise, or tradeoff, solutions (namely, 
Pareto optimal solutions) that seek to balance the 
set of objectives are specified due to the 
“satisficing” of the set of objectives. The 
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decision-maker then selects the most appropriate 
solution from the available set of Pareto optimal 
solutions with respect to the decision-maker’s 
preferences.

Existing work focusing on the optimization 
of multiple objectives, in research and in 
practice, typically involve using metaheuristic 
search procedures in deterministic settings, with 
the procedures generating a large set of Pareto 
optima that characterize the efficient frontier in 
the objective space from which the decision-
maker must select the most preferred solution 
(e.g.,[2]–[7]). Although, the success of these 
search procedures is not consistent in noisy 
environments while the objective functions are 
stochastic such as when using computer 
simulation as the evaluator of the individual 
objective functions.

In this paper, a new approach that 
effectively articulates the decision-maker 
preferences post-optimization, i.e., a posteriori, 
is proposed. The proposed approach considers 
the presence of multiple stochastic objectives 
while the decision-maker chooses a compromise 
solution from the set of Pareto optima solutions. 
The approach makes use of statistical analysis 
on the set of Pareto optima and hierarchical 
clustering to reduce the set of Pareto optima 
solutions to a number of representative solutions 
from which the decision-maker will select the 
desired solution.

The remainder of this paper is organized as 
follows. The expected contributions are 
presented in the next section. In Section 3, 
multiobjective optimization and simulation-
based decision-making are discussed. Cluster 
analysis and decision-making are presented in 
section 4. The proposed approach is presented in 
Section 5. Explanation of the new approach and 
an example are presented in Section 6. This 
paper is concluded and suggestions for future 
work are presented in Section 7.

2. Expected contributions
This investigation contributes quite 

significantly to the body of knowledge and 
advance the state-of-the-art in solving multi-
objective optimization problems. The research 
potentially improves decision-making under 
uncertainty, and effectively deals with stochastic 
objectives and aims to reduce the number of the 
tradeoff solutions effectively. 

In particular, it contributes to the multi-
objective optimization problems such as the 
aircraft industry, banks, educational institute etc. 
In addition to the contribution of other 
disciplines in engineering such as industrial, 
civil, materials, electrical engineering and 
nanotechnology, biotechnology. Likewise, to the 
contribution of disciplines outside engineering 
such as financial institutes, health care etc.

3. Multiobjective optimization and 
simulation-based decision-making 
Multiple objective decision problems, 

unlike single objective decision problems, 
contend with a number of objectives to be 
optimized. Most of the approaches tend to 
approximate the set of Pareto optima, which 
form the efficient frontier [8], [9], as shown in 
Figure 1. The set of Pareto optimal solutions are 
called the set of non-dominated solutions while 
no one of the objectives can be better in value 
without the degradation in one or more of the 
other objective values [10].

3.1. Multiobjective optimization solution 
approaches

Multiobjective optimization solution approaches 
can be categorized as non Pareto-based 
approaches and Pareto-based approaches.
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Pareto Optimal Set

Objective 1

Objective
2

Figure 1. Objective space assuming that 
two objectives are to be minimized. The 
points represent the Pareto front or the 

efficient frontier

Many researchers and practitioners use 
evolutionary algorithms (EAs) as the family of 
stochastic optimization metaheuristic search 
approaches to generate the set of Pareto optima 
[11]. EAs are robust and capable search 
mechanisms and include many attractive 
characteristics for tackling real-world problems 
that consider multiple conflicting objectives, and 
large and extremely complex search spaces [12]. 
Moreover, EAs are less vulnerable to the 
continuity (or shape) of the Pareto frontier and 
work fairly well with discontinuous or concave 
Pareto fronts.

4. Cluster analysis and decision-making 
Many Pareto analysis approaches generate 

large set of Pareto optima which can overwhelm 
the decision-maker when identifying the one 
preferred compromised solution among the 
available solutions [13]. Some studies show that 
clustering analysis can effectively reduce the set 
of Pareto optima. In general, clustering 
approaches group a set of items in mutually 
exclusive clusters in such a way that the items in 
the same cluster are similar in some sense, either 
qualitatively or quantitatively [14].

Applying clustering analysis techniques to 
the set of Pareto optima and then selecting a 

solution or set of solutions from each cluster to 
represent the original set of Pareto optima 
solutions should assist the decision-maker in 
choosing the best compromise solution for 
implementation [15].

Previous research has shown that hierarchical 
clustering approaches perform well (e.g., the 
centroid linkage method) [16], [17]. In 
hierarchical clustering approaches, each solution 
in the set of Pareto optima is considered an 
independent, single cluster. The centroid is 
calculated for each cluster and then the 
Euclidean distance between centroids is 
calculated. The clusters with minimum distance 
are merged together forming a larger cluster. 
This process is repeated until the desired number 
of solutions pre-specified by the decision-maker 
is reached. Finally, the original solutions 
neighboring the centroids of each remaining 
cluster are selected as the candidate solutions 
and the other solutions in each cluster are 
neglected. As a result, the original set of Pareto 
optima is reduced to a pre-specified number of 
solutions, and the decision-maker is able to 
distinguish the useful solution among the others 
according to his/her preferences and/or 
constraints.

5. Proposed approach
The logic flow of the proposed a posteriori 

approach is shown in Figure 2. The approach is 
composed of two phases. Initially, the proposed 
approach begins with a set of Pareto optima that 
characterizes the efficient frontier as input. At 
the beginning, the set of Pareto optima is 
reduced based on the statistical precision of the 
objective values under study. Then, a 
hierarchical clustering approach is used to 
reduce the smaller set of Pareto optima solutions 
to a manageable number of solutions as 
specified by the decision-maker.
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the new solutions is identified, as shown in 
Figure 8.
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Figure 7. The new P’ solutions
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Figure 8. The new dominated and non-
dominated P” solutions

Phase 2 of the proposed approach, applies a 
clustering approach to the set of P” solutions. 
The clustering approach uses the centroid 
linkage hierarchical clustering to group the set of 
P” solutions. In general, the centroid linkage 
approach makes use of the squared Euclidean 
distance as the distance measure among two 
solutions (points) in the objective space. The 
clustering approach needs the number of desired 
clusters that is pre-specified by the decision-
maker, which are four clusters here, for this 
numerical example. The non-dominated P” 
solutions assuming four clusters are shown in 
Figure 9, and the dendrogram is shown in Figure 
10. The centroid is computed for each of the 
four clusters, and then the nearby solution 

(based on Euclidean distance) to the centroid is 
identified. The final four solutions are shown in 
Table 1 and in Figure 11.

Figure 9. The non-dominated P” solutions 
assuming four clusters

Figure 10. The dendrogram assuming four 
clusters

Table 1. The non-dominated and feasible 
solutions for the example

f1 f2

30.97 0.01
24.00 0.09
14.31 3.01
9.80 9.14
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Figure 11. The non-dominated and feasible 
solutions for the example

With preferences of decision-maker 
assumption that objective 1 is much important 
than objective 2 then solution (9.80, 9.14) is 
preferable in this situation. 

All parameters used for this example are 
assumed by the analyst for the purpose of 
evaluating the proposed a posteriori approach. 

7. Conclusions and future work
A decision-making solution selection process 

for multiobjective optimization problems is 
proposed. The approach reduces a large set of 
tradeoff solutions to a manageable number of 
representative solutions. An a posteriori 
approach is proposed that does not consider 
decision-maker preferences a priori except when 
identifying the final number of representative 
solutions.

The numerical example shows the promise of 
the proposed a posteriori approach. It is 
important to note that there are pressing areas to 
consider for future research. The first is to 
identify the appropriate number of representative 
solutions for each decision-making problem. 
The second area considers the design of a 
decision-making approach while preference 
information by the decision-maker in the 
presence of multiple stochastic objectives is 
used to guide the optimization process 
(interactive analysis).
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 Abstract 

Flood cooling is primarily used to cool 
and lubricate the cutting tool and work piece 
interface during machining process. The 
adverse health effects caused by the use of 
coolants and the potential economic 
advantages of greener machining methods 
are drawing manufacturer’s attention to 
adapt and develop new methods of using 
lubricants. Micro lubrication or also known 
as minimum quantity lubrication (MQL) 
serves as an alternative to flood cooling by 
reducing the volume of cutting fluid used in 
the machining process. The objective of this 
paper is to review the state of the art 
literature in machining using MQL, contrast 
the economical, environmental, and 
technical attributes of this technology to 
conventional flood cooling techniques, and 
highlight areas of relevant future research.

1. Introduction 
Shortly after the Industrial Revolution in 

America, Frederick Winslow Taylor flooded the 
tool-work interface with a heavy stream of water 
and discovered that the cutting speed could be 
increased by a factor of 2 or 3. This initial 
application of a “cutting fluid” inspired today’s 
impressive variety of extremely effective fluids.  
These fluids provide numerous advantages 
which include: mechanical and chemical 
lubrication thereby reducing friction [1]; cooling 

of the work and tool [2]; enhancing dimensional 
stability [3]; inhibiting chip welding which 
further stabilizes dimensions [4]; and, flushing 
away chips [5] which improves surface finish, 
tool efficiency and makes automated material 
handling practical [6]. Unfortunately, these 
fluids also share several negative characteristics. 
Many are costly to purchase [7]; all are applied 
in volume; all must be periodically replaced; 
and, when improperly used and disposed off can 
lead to health and environmental issues [8]. It is 
these negative characteristics that have prompted 
researchers to investigate alternative solutions to 
traditional cutting fluids and their method of 
application (flood cooling).

1.1. Background information

The current trend in the metal-cutting 
industry is to find ways to reduce cutting fluid 
use; the use of coolants in machining is thought 
to be undesirable for economical, health, and 
environmental reasons [9]. (Kone et al and 
Heins) reported that coolant and coolant 
management costs are between 7.5% and 17% of 
the total manufacturing cost compared to only 
4% for cutting tools [10, 11].  (Zhang et al and 
Ngoi and Sreejith) stated that lubrication 
represents 16-20% of the product cost [12, 13]. 
Quaile, reported that the coolant cost represents 
about 15% of the life-cycle operational cost of a 
machining process [14]. According to a survey 
conducted by the European Automobile 
Industry, the cost incurred on lubricants 
comprises nearly 20% of the total manufacturing 

mailto:boubekri@unt.edu
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cost contrasted with the cost of the cutting tool 
which is only 7.5% of the total cost [15, 16]. 

(Laval et al and Chalmers) reported that 
more than 100 million gallons of metalworking 
fluids are used in the U.S. each year and that 1.2 
million employees are exposed to them and to 
their potential health hazards [17, 18]. The U.S. 
Occupational Safety and Health Administration 
(OSHA) [19, 20] and the U.S. National Institute 
for Occupational Safety and Health (NIOSH) 
reported that the permissible exposure level 
(PEL) for metal working fluid aerosol 
concentration is 5 mg/m³ and 0.5 mg/m³ 
respectively [20]. However, the oil mist level in 
the U.S. automotive parts manufacturing 
facilities has been estimated to be 20 – 90 mg/m³ 
with the use of conventional lubrication by flood 
coolant [21, 22]. The exposure to such amounts 
of metal working fluid may contribute to adverse 
health effects and safety issues, including 
toxicity, dermatitis, respiratory disorders and 
cancer [23]. The mechanical infrastructure that 
sustains a flood coolant system is of such 
complexity that it hinders the rapid 
reconfiguration of equipment. In the 
conventional application of flood coolant, the 
chips produced are wet. They have to be dried 
before recycling, which incurs additional cost. 
MQL on the other hand, produces essentially dry 
chips [24], so the cost of drying them is reduced 
[25]. The savings in cutting fluid and related 
costs could be significant if MQL was adopted.

2. Minimum Quantity Lubrication 
The concept of MQL was suggested a 

decade ago as a mean for addressing the issues 
of environmental intrusiveness and occupational 
hazard associated with airborne cutting fluid 
particles. The minimization of cutting fluid leads 
to economical benefits by saving lubricant costs. 
Workpiece, tool and machine cleaning time are 
reduced. The MQL technique consists of misting 
or atomizing a very small quantity of lubricant, 
typically of a flow rate of 50 to 500 ml/hour 
[26], in an air flow directed towards the cutting 
zone [27]. The lubricant is sprayed by means of 
an external supply system consisting of one or 
more nozzles. The amount of coolant used in 

MQL is about 3-4 orders of magnitude lower 
than the amount commonly used in flood 
cooling condition [28].

MQL, also known as “Microlubrication”, 
[29] and “Near-Dry Machining” [30], is the 
latest technique of delivering metal cutting fluid 
to the tool/work interface. Using this 
technology, a little fluid, when properly selected 
and applied, can make a substantial difference in 
how effectively a tool performs. 

In conventional operations utilizing flood 
coolant, cutting fluids are selected mainly on the 
basis of their contributions to cutting 
performance. In MQL however, secondary 
characteristics are important. These include their 
safety properties, (environment pollution and 
human contact), biodegradability, oxidation and 
storage stability. This is important because the 
lubricant must be compatible with the 
environment and resistant to long term usage 
caused by low consumption [31]. In MQL, 
lubrication is obtained via the lubricant, while a 
minimum cooling action is achieved by the 
pressurized air that reaches the tool/work 
interface [32]. Further, MQL reduces induced 
thermal shock and helps to increase the 
workpiece surface integrity in situations of high 
tool pressure [33].

2.1. Types of MQL systems

There are two basic types of MQL delivery 
systems: external spray and through-tool. The 
external spray system consists of a coolant tank 
or reservoir which is connected with tubes fitted 
with one or more nozzles. The system can be 
assembled near or on the machine and has 
independently adjustable air and coolant flow 
for balancing coolant delivery. It is inexpensive, 
portable, and suited for almost all machining 
operations.  

Through-tool MQL systems are available in 
two configurations; based on the method of 
creating the air-oil mist. The first is the external 
mixing or one-channel system. Here, the oil and 
air are mixed externally, and piped through the 
spindle and tool to the cutting zone. The 
advantages of such systems are simplicity and 
low cost; they are suited to be retrofitted to 
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existing machines with high-pressure, through 
the tool coolant capability. They are easy to 
service; no critical parts are located inside the 
spindle. The disadvantage is that the oil-mist is 
subjected to dispersion and separation during its 
travel from the nozzle. To minimize oil drop 
outs, a mist of relatively fine particles is used, 
which often limits the amount of lubrication that 
can be supplied to the cutting zone and 
consequently affects the performance of the 
cutting process. 

The second configuration is the internal 
mixing or two-channel systems. Most commonly 
in a two channel system, two parallel tubes are 
routed through the spindle to bring oil and air to 
an external mixing device near the tool holder 
where the mist is created. This approach requires 
a specially designed spindle. Such systems have 
less dispersion and dropouts and can deliver mist 
with larger droplet sizes than external mixing 
devices. They also have less lag time when 
changing tools between cuts or oil delivery rate 
during a cut. However, the systems are more 
difficult to maintain; critical parts are located 
inside the spindle [17, 25].

2.2. MQL lubricant characteristics

Lubricant concentration in MQL varies 
between 0.2 and 500 ml/hr [34]. Since very good 
lubrication properties are required in MQL, 
vegetable oil or synthetic easter oil are used 
instead of mineral oil [35]. Air pressure is 
roughly 5 bars [25]. MQL is consumption 
lubrication, that is, the bulk of the lubricant 
applied is evaporated at the point of application. 
This evaporation, in concert with the 
compressed air stream, cools the workpiece. The 
remaining heat is dissipated through the tool and 
the chips [36]. The chips, workpiece and tool 
remain nearly dry in an ideally adjusted MQL 
system.

(Wakabayashi et al) introduced synthetic 
polyol esters and described their capabilities as 
MQL fluids [31]. These represent a potential 
replacement for vegetable-based MQL oils, 
particularly with regard to their optimal 
secondary performance characteristics. All 
vegetable oils display high biodegradability. 

Synthetic esters, however, provide a wide range 
of biodegradability depending on their combined 
molecular structures of acids and alcohols. This 
characteristic, in conjunction with their suitable 
viscosities, prompted [31] to identify these 
lubricants for further examination.

Physical properties and biodegradability of 
polycol esters were compared with a vegetable 
oil. The viscosity, total acid number, pour point 
and biodegradability for polycol ester oil were 
19.1 mm2/s, 0.02 mgKOH/g, 45˚ C and 100% 
respectively. These characteristics for vegetable 
oil were 35.6 mm2/s, 0.04 mgKOH/g, 20˚ C and 
98% respectively. The molecular weights of 
polycol ester oil and vegetable oil were also 
compared. The molecular weight of the oil film 
increased by more than 10%. The molecular 
weight of vegetable oil increased by 65%.  In 
contrast, there was no significant change in the 
molecular weights of polyol esters. Most 
vegetable oils consist of a number of ester 
compounds mainly derived from a combination 
of glycerin and fatty acids. Vegetable oils are 
usually liquids at room temperature, due to their 
unsaturated bonds. Unfortunately, unsaturated 
bonds are chemically unstable and may cause 
vegetable oils molecular weight to increase. A 
detailed investigation of this behavior was 
carried out using Gel Permeation 
Chromatography (GPC) analysis. The results 
indicated that some of the molecules in 
vegetable oil had changed into compounds 
having higher molecular weights. Results of the 
UV analysis, which can selectively detect 
changes in unsaturated double bonds, indicate 
the unsaturated structure decreased significantly. 
This result supports the hypothesis that the 
unsaturated bond structure of vegetable oil 
molecules is the main cause of their easy 
degradation by oxidation polymerization. The 
polyol esters chosen as preferable biodegradable 
lubricants in this investigation are synthesized 
from a specific polyhydric alcohol rather than 
glycerin. Their molecules can greatly improve 
oxidation stability; they are free from 
unsaturated bonds. Regardless, they can be 
liquid at room temperature. Compared with 
vegetable oils, the synthetic polyol esters studied 
were optimal lubricants for MQL machining 
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from the standpoint of maintaining a clean 
working environment.

Another characteristic studied concerned the 
long-term storage potential of polyol esters and 
vegetable oils. Lubricant containers are often 
stored outside, and the temperature in the 
containers can rise as high as 70˚C. Since an 
MQL system consumes very little lubricant, the 
lubricant must remain stable under such 
conditions. In order to simulate this storage 
situation, an oxidation test was conducted at 
70˚C for 4 weeks. Changes in viscosity and total 
acid number (TAN) were measured. The change 
in viscosity for polyol ester oil and vegetable oil 
after the storage stability test were 0.01% and 
1.5% and the change in total acid number (TAN) 
were 0.01% and 0.18% respectively. While the 
viscosity and TAN of polyol ester were almost 
constant, the values for vegetable oil increased 
considerably. These results confirm the stability 
of the molecular structure of the synthetic esters 
regarding oxidative degradation, thus promoting 
their stability in storage.

3. Selected recent research on MQL 
Recent MQL researches tend to emphasize 

drilling operations. Other process reported 
include: turning, milling and grinding. Work 
piece materials reported include medium carbon 
steels, 4100 and 4300 series alloy steels, 
aluminum, nodular cast iron, and titanium. 
Various cutting tool materials, ranging from the 
common to the exotic, have been studied.  
Included are: coated and uncoated high speed 
steel (HSS) and Cobalt HSS; coated and 
uncoated carbide; Aluminum Oxide (Al2O3); 
Cubic Boron Nitrite (CBN); and, polycrystalline 
diamond (PCD).

The following studies are representative of 
research conducted in the area. Each highlights 
one or more contributions of this emerging 
technology to the field of manufacturing 
technology.

3.1. MQL applied to Drilling operation

MQL performance using coated and 
uncoated HSS and Cobalt HSS drills, in a high 
aspect ratio operation, was examined by [37]. 

The workpiece material was AISI 1045. The 
workpiece was mounted using a two component 
dynamometer which measured thrust force and 
torque. The twist drills tested had a diameter of 
1.5 mm and an included angle of 130°. Drills 
were of uncoated HSS, uncoated Cobalt HSS, 
and Cobalt HSS with various coatings. A cutting 
speed of 26 m/min and a feed rate of 0.26 
mm/rev were used.

Three series of tests were performed. MQL-
supply in the first series of tests was stopped 
once the drill reached a depth of 5 mm. In the 
second series of tests, two other lubricants were 
used; one with the same chemical composition 
as the lubricant used in the first series but 
without alcohol, and one composed of an oil-
free synthetic lubricant with a water content of 
40%. In the third test series, drilling was carried 
out under dry conditions.

In the first series of tests, it was observed 
that interruption of the MQL-supply caused a 
dramatic drop of 98% in tool life for the 
uncoated cobalt HSS drills. In the case of the 
TiN and TiAlN coated twist drills, the tool life 
also decreased, but by 42% and 27%, 
respectively. The second series of tests, carried 
out with three different types of MQL, had the 
lubricant supplied continuously at a rate of 18 
ml/h. All tests were performed with uncoated 
HSS drills. The alcohol-free lubricant resulted in 
an increase of 23% in tool life over that achieved 
with the alcohol-blended lubricant. When using 
the oil-free synthetic lubricant plus 40% water, 
the tool life increased by a 100%.

The study reported that a continuous MQL 
supply is beneficial in terms of tool life, whereas 
interrupting the MQL supply leads to a 
significant drop in tool life, especially in the 
case of heat-sensitive drills. With respect to the 
type of MQL lubricant, a low viscous type with 
high cooling capability gives rise to a notably 
prolonged tool life.

A similar study [38] was conducted to 
compare MQL and wet drilling using tooling 
prepared with thin perfluoropolyether (PFPE) 
lubricant films. The main findings indicate that 
the PFPE surface treatment reduced the cutting 
torque, increased tool life and improved the 
surface finish of the machined part. Also, 
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drilling with pecking showed some improvement 
with the number of holes produced being more 
consistent.

(Zeilman and Weingaertner) also reported 
on MQL and drilling operations. The workpiece 
material investigated was titanium alloy 
Ti6Al4V (300 BHN). They analyzed the 
temperature during drilling while using class 
K10 carbide drills with and without hard coating 
(TiAlN, CrCN or TiCN). Cutting fluids were 
applied with a pressure of 3.5 bars. Two types of 
drills (Type 125 and Type 105) were used in 
these experiments. All were carbide containing 
9.5% cobalt, had a diameter of 8.5mm and had 
three edges. The Type 125 drill had an internal 
cooling channel and the Type 105 drill utilized 
an external nozzle. To verify workpiece 
temperature at particular depths, special plates 
were made for insertion of a type K 
thermocouple. Cutting speeds of 10–50 m/min 
and feeds of 0.1–0.2 mm were used.It was 
concluded that the measured temperature with 
application of MQL internally through the tool 
was 50% lower than that obtained with MQL 
applied with an external nozzle [39].

(Braga et al) conducted MQL experiments 
using diamond-coated and uncoated carbide 
drills. Drills used in the experiments were made 
of uncoated ISO K10 carbide and diamond 
coated carbide. The K10 carbide drills had an 
average diameter of 9.986 mm and the diamond 
drills had an average diameter of 9.992 mm. The 
workpieces were aluminum–silicon alloy with 
7% silicon (SAE 323). In this experiment two 
cooling systems were used. The first was a 
mixture of air and oil (MQL). 10 ml/h of mineral 
oil was introduced into the air flow of 72 m³/h 
and 4.5 bar of pressure. The second system was 
a flood of soluble oil (1 part oil to 25 parts 
water) with a flow rate of 2.4 m³/h. For both 
systems, a consistent cutting speed of 300 m/min 
and feed of 0.1 mm/rev was used [40].

The study reported that MQL performance, 
in terms of forces, tool wear and quality of 
holes, was similar to that obtained when using 
large amounts of soluble oil, with both, coated 
and uncoated K10 drills. It was observed that the 
value of flank wear was similar when using 
coated or uncoated K10 drills. Power 

consumption for the two drill materials, when 
using MQL was similar at 0.81 Kw (coated) and 
0.79 Kw (uncoated) at 20 m feed lengths. Feed 
force displayed nearly the same rate of increase 
with feed length for all experiments regardless 
of the cutting condition and tool material. The 
uncoated K10 drill presented the best results 
related to the average diameter of the hole. For 
the diamond coated drill, results are better when 
MQL was used. For uncoated drills, the results 
were similar for both cooling systems. These 
conclusions support the potential for using MQL 
in drilling aluminum-silicon alloys.

A similar study [41] was conducted to 
compare MQL at different flow rates with 
emulsion and compressed air cooling in the 
drilling of gear wheel steel. The main findings 
indicate that the highest wear was observed for 
emulsion, followed by air and MQL assisted 
machining. In terms of surface finish, MQL (15 
ml/h) and emulsion drilling gave the best result 
followed by air, MQL (5 ml/h) and MQL (23 
ml/h).

3.2. MQL applied to Drilling and Milling 
operation

In May 2007, an article was published by 
Tech Solve, based on a comparison between 
flood and MQL [29]. The lubricant used was 
experimental vegetable oil based soluble oil 
(10%). The flow rates used for flood and mist 
conditions were 1.7 gpm and 0.0029 gpm, 
respectively. Experiments were conducted for 
drilling and milling operations. 

The drilling operation used AISI 4340 Steel 
(32-34 HRC). The speed and feed rate levels 
were 55 sfpm and 0.007 ipr respectively. The 
drill used was 0.5 inch oxide coated HSS with a 
135° split point. Sixty holes were drilled using 
flood coolant and 61 were drilled utilizing MQL. 
Analysis showed no significant differences in 
tool life (number of holes to reach end of life 
criteria) between MQL and flood cooling. 
Average thrust forces were 570 lbs and 447 lbs 
for flood and MQL cooling respectively.

The milling operation used AISI 4140 Steel 
(24-26 HRC). The speed, feed rate and depth of 
cut levels were 400 sfpm, 0.005 ipr and 0.5 inch 
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respectively. The cutter insert was grade SM-30 
uncoated carbide.  The analysis showed little 
differences in tool life between flood and MQL 
cooling. Sixty-six passes were milled for the 
flood tests and 80 were milled for the MQL 
tests. The average resultant forces observed were 
46 lbs for flood and 36 lbs for MQL cooling 
[29].

A similar study [42] was conducted to shows 
the technological developments and 
implementation of MQL at the Ford Motor 
Company. The main findings indicate that a 10 
year per machine life cycle comparison with 
flood cooling showed a 15% reduction of 
operating cost with the implementation of MQL. 
It was also observed that for deep hole drilling, 
the feed rate could be increased from 125 
mm/min for wet application to over 660 mm/min 
with MQL. MQL had a positive effect on tool 
life, and reduced cycle time. Operator exposure 
to metal working fluids (MWF’s) for skin 
conditions, inhalation, and slip and fall have all 
been reduced due to MQL.

3.3. MQL applied to Turning operation

A study involving the intermittent turning of 
aluminum alloy on a CNC lathe was undertaken. 
There were two test conditions. The first had a 
cutting speed of 200 m/min, feed rate of 0.05 
mm/rev and axial travelling length of 3 mm. The 
second condition had a cutting speed of 800 
m/min, feed rate of 0.2 mm/rev and axial 
travelling length of 10 mm. In both, the MQL oil 
supply rate was fixed at 30 ml/h and air flow 
rate at 70 l/min. For MQL with water droplets, 
tap water was used at a rate of 3000 ml/h. 
Rapeseed oil and synthetic esters (mono 
carboxylic acid with polyalcohol) were 
employed as lubricants. Cutting tests using 
emulsion type coolant and dry machining were 
performed in the same conditions. Two tools 
were used; a sintered diamond tool with 0° rake 
angle and a K10 grade carbide tool with 5° rake 
angle. MQL with rapeseed oil had a small 
lubricating effect in light loaded machining 
conditions. Results showed MQL with water 
droplets, specifically an oil film on a water 
droplet, provided good lubrication performance 

if an appropriate lubricant, such as synthetic 
ester, was used. When MQL with synthetic ester 
but without water was used, it showed a 
lubrication effect. However, tool damage was 
evident as was chip welding [43].

A similar study was conducted to develop 
the understanding of mechanical and 
environmental effects of MQL in machining and 
characterize MQL performance as a function of 
machining and fluid application parameters. The 
main findings indicate that MQL reduced the 
tangential cutting force, at low cutting speeds. 
MQL showed a significant reduction in the 
cutting temperature over a wide range of speeds, 
and resulted in lower cutting tool wear rate as 
compared to dry machining [44].

(Khan and Dhar) conducted an experiment 
to evaluate the performance of MQL by 
vegetable oil in terms of cutting force, cutting 
zone temperature, tool wear, job dimension and 
surface finish in turning AISI-1060 steel. The 
main findings indicate that the cutting force, 
cutting zone temperature, tool wear and surface 
roughness were reduced by the application of 
MQL as compared to dry cutting. Application of 
MQL also improved the dimensional accuracy 
as compared to dry cutting [45].

A similar study was conducted to 
experimentally investigate the role of MQL on 
tool wear and surface roughness in turning AISI-
4340 steel by uncoated carbide inserts. The 
results were compared to those of dry and wet 
machining. The main findings indicate that the 
tool wear and surface roughness were reduced 
by the application of MQL as compared to dry 
and wet cutting. The study indicated that MQL 
cutting was better than dry and flood cutting 
because MQL provided lower cutting 
temperatures, which improved the chip-tool 
interaction and maintained sharpness of the 
cutting edges [46].

(Autret and Liang) conducted a study where 
they compared the mechanical performance of 
MQL with completely dry lubrication when 
turning hardened, bearing-grade steel using 
CBN cutters. The process attributes analyzed 
included: surface roughness, cutting 
temperature, cutting forces, and tool life. A 
range of feeds from 0.002 to 0.014 ipr were 
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employed. The cutting speed was 450 sfpm and 
the depth of cut was 0.012 inch. The fluid tested 
was a triglyceride and propylene glycol ester 
solution vegetable based cutting fluid at a flow 
rate of 50 ml/hour at a nozzle pressure of 20 psi.  

The findings indicated that regarding surface 
roughness, no noticeable difference was found 
with the use of MQL over dry turning. An 
improvement of surface finish was however 
indicated by MQL machining under higher 
depths of cut (0.012 inches) and feeds (0.006 
ipr). In the context of a steady-state cutting 
temperature, a 10% to 30% reduction was 
consistently observed when MQL was applied as 
opposed to dry turning. The study reported that 
this result was due to an increase in the 
evaporative heat transfer at the cutting zone. 
Regarding cutting forces, there were no 
significant differences observed with the use of 
MQL or dry cutting. The cutting force was 
approximately 250 N at a feed of 0.012 in/rev. 
The study on the other hand showed a 
significant increase in tool life of 35% to 50% 
when using MQL as compared to dry turning 
over a wide range of cutting conditions [27].

Similarly (Dhar et al) conducted a study to 
investigate the role of MQL on cutting 
temperature, chip formation mode, cutting 
forces, and tool wear as compared to dry 
machining. The material used was AISI 1040 
steel. The main findings indicate that MQL 
reduced the cutting temperature, cutting force, 
flank wear and surface roughness more than dry 
cutting. MQL also increased the tool life and 
provided greater dimensional accuracy [47].

A similar study was conducted to investigate 
the influence of MQL, compressed air and 
emulsion assisted cutting on tool-chip contact 
length. The main findings indicate that the 
contact length was the same for MQL and 
compressed air assisted cutting but emulsion 
assisted cutting gave the shortest contact length 
[48].

3.4. MQL applied to Milling operation

Recently in June 2009, a study was 
conducted to investigate the influence of burr 
formation using MQL in up-milling, down-

milling and face milling. The main findings 
indicate that variation in cutting speed showed 
no influence on burr formation. But, varying 
feed per tooth increased the burr value in dry 
machining and MQL. The supply of the fluid 
through an external nozzle proved to be 
disadvantageous [49].

A similar study was conducted to investigate 
the effect of the MQL in high-speed end-milling 
of AISI D2 cold worked die steel. The tool 
performances of Ti0.75Al0.25N and 
Ti0.69Al0.23Si0.08N coated carbides end-mills were 
compared using wet, dry and MQL conditions. 
The main findings indicate that MQL conditions 
showed maximum cutting length with minimum 
flank wear followed by dry cutting and wet 
cutting. Ti0.69Al0.23Si0.08N coating was better than 
Ti0.75Al0.25N coating [50].

(Liao and Lin) conducted an experiment to 
investigate the mechanism of MQL in high 
speed milling of hardened steel and compared 
with dry cutting. The main findings indicate that 
cutting force and surface roughness under MQL 
was less than dry cutting. Tool performance 
under MQL was enhanced under all cutting 
speeds [51].

3.5. MQL applied to Grinding operation

(Da Silva et al) studied the effectiveness of 
MQL in grinding operations. The workpiece 
material was tempered and annealed ABNT 
4340 steel (HRC 60). Tests utilized Al2O3 
grinding wheels (FE 38A60KV). The main 
parameters included a grinding wheel speed of 
30 m/s, an in-feed rate of 1 mm/min, a 
workpiece speed of 20 m/min, a depth of cut of 
0.1 mm and a spark-out time of 10 seconds. 
These were held constant throughout the tests. A 
synthetic emulsion in a 5% concentration was 
applied for both conventional flood cooling and 
MQL. No significant clogging of the grinding 
wheel pores was found with MQL. The use of 
MQL did not negatively affect surface integrity; 
roughness values were decreased due to the 
excellent properties of lubricity using MQL. No 
significant subsurface alterations in the 
microstructure were detected under conventional 
cooling or with MQL [52].
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A similar study was conducted to analyze 
the feasibility of using MQL as an 
environmentally corrective alternative to the 
grinding fluid utilized in surface grinding 
compared with conventional cooling. The main 
findings indicate that MQL leads to lower 
surface roughness and heat affected zone and 
higher micro hardness as compared to flood 
cooling. MQL was found to be a better 
alternative to flood cooling because it combined 
the functionality of cooling with an extremely 
low consumption of lubricant [53].

(Shen et al) conducted a study to investigate 
the grinding wheel wear and tribological 
characteristics in wet, dry and MQL grinding of 
cast iron. The main findings indicate that MQL 
grinding reduced the grinding temperature more 
as compared to dry grinding. It was also 
observed that increase in MQL flow decreased 
the grinding temperature [54].

4. Conclusions and Future research 
Findings from the forgoing research can be 

summarized under the categories of: Air 
Quality; Capability and Robustness; and, Cost.

4.1. Air quality

MQL applications generate mist. This later 
must be effectively controlled to realize the 
benefits of MQL. Mist collection or filtering 
equipments are generally required to manage 
this fine mist particularly in ferrous machining, 
where sparking and smoking is often observed.

4.2. Capability and robustness

MQL has been shown to work well in short 
term tests over a range of processes. Long term 
capability and robustness remain still 
unanswered. These issues may be sorted out 
when more extensive MQL experience is 
accumulated from large-scale production 
applications. More material specific issues may 
require additional testing. For example, 
aluminum machining includes sensitivity to 
surface finish due to a tendency of the material 
to create a built-up edge on the tooling. Many 
high-tensile materials, e.g., medium carbon and 

alloy steels, are also subject to this condition. 
Variations in tool geometry and/or coating 
conditions may provide answers to these issues. 
The processes of lubrication and cooling in 
MQL are yet to be well understood. The process 
of metal working fluids mist particles generation 
and their physical characteristics are yet to be 
determined for a whole class of machining 
processes and machining conditions.

4.3. Cost

MQL production experience to date has 
indicated favorable cost reduction 
applications due to the reduced cost of 
managing the cutting fluids. This 
observation is expected to be more relevant 
as MQL is used in mass production.
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 Abstract 

This paper presents a systemic-based 
approach for measuring information security in 
an organizational context. A systemic 
perspective on the subject of information 
protection is adopted, and a system of protection 
with desired emergent properties for assuring the 
protection of electronic information is 
synthesized. This system, referred to as an 
information security system (ISS), is defined as 
a complex system composed of information 
security safeguards, and the people, process, and 
technology elements that contribute to the 
realization of these safeguards. Quantification of 
the contained systemic interactions among 
hierarchical elements that define the ISS and 
delineate it from the overarching organizational 
space facilitates the definition of emergent ISS 
properties which represent information security 
measures. 

1. Problem Background and 
Literature Review

National Institute of Standards and 
Technology Interagency Report (NIST-IR) 7564 
“Directions in Security Metrics Research” states 
that most formal approaches for security 
measurement and assessment have achieved 
only limited success [1]. The lack of success 
with respect to measurement approaches is also 
underscored in the United States Department of 

Homeland Security (DHS) 2009 Roadmap for 
Cyber Security Research which identifies the 
need for enterprise-level security metrics as one 
of the eleven hard problems facing information 
security research [2]. A lack of  universally-
agreed upon methodologies for quantification 
[2], the inability to anticipate and test all security 
requirements, [3], and the lack of underlying 
models to support metrics definition [4] are 
some of the key issues associated with the 
complex and challenging problem of 
information security measurement.

1.1. Information Security Standards

In an organizational context, a typical 
approach for measuring the protection levels of 
electronic information involves determining the 
degree of compliance with industry-specific 
information security standards that are 
promulgated by overarching laws and regulatory 
requirements. These standards define safeguards 
for securing the overall information technology 
and processing environment of an organization 
by protecting information from a broad range of 
threats (i.e. conditions or events that adversely 
impact organizational mission via a compromise 
of electronic information). Safeguards establish 
the organization’s enterprise-wide approach for 
protecting the electronic information that it 
maintains. They consist of mechanisms such as 
policies for controlling access to information 

mailto:smgallaher@knights.ucf.edu
mailto:Ahmad.Elshennawy@ucf.edu
mailto:Serge.Sala-Diakanda@ucf.edu


The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

63

resources, software for enforcing and controlling 
these policies, and physical protection of 
computing resources.

Also recognized by information security 
standards is the importance of protecting 
electronic information from one or more 
protection perspectives. These protection 
perspectives are typically defined as 1) 
confidentiality, the protection from unauthorized 
disclosure of information, 2) integrity, the 
protection from unauthorized modification of 
information, and 3) availability, the protection 
from loss of information. Protection perspectives 
are the intended results of implementing a set of 
safeguards.

1.2. Existing Methods of Measurement

A review of existing literature indicates a 
noted lack of clear, robust and industry-cutting 
methodologies for measuring information 
security in terms of information security 
standards. Although several classes and types of 
methodologies exist for measuring information 
security in a general context, such as those 
identified in [5], [6], [7], [8], underlying issues 
have been identified which prevent their 
adaptation to the problem of measuring 
information security in an organizational 
context. The generalized issues are 1) the 
inability to support the generation of measures in 
terms of desired protection perspectives, 2) the 
lack of consideration for people, process, and 
technology contributions to protection, and 3) 
inadequate consideration for the complex and 
dynamic nature of information security.

2. Systemic Thinking and 
Information Security

A systemic-based information security 
measurement approach attempts to overcome 
some of the issues with existing measurement 
approaches by adopting a systemic perspective 
on the subject of information protection. 

Information security within an organization is 
viewed as a system of protection as opposed to a 
collection of discrete mechanisms. In the context 
of information security, a “system” has 
traditionally been viewed as a collection of 
physical and tangible devices, such as network 
infrastructure components and access control 
software. A systemic-based measurement 
approach looks beyond the individual security 
mechanisms contained within a set of hard, 
physical systems and focuses on the 
environment which surrounds these systems. 
This environment, depicted in Figure 1, can be 
thought of as a conceptual protection space 
which exists throughout the overarching 
organizational environment.

Figure 1 Conceptual protection space

As shown in Figure 1, information security 
safeguards and the people, process, and 
technology contributors to these safeguards 
subsist within the conceptual protection space. 
Additionally, desired protection perspectives are 
indicated as they are the intended result of 
implementing a set of safeguards. Although 
safeguards and contributors are distributed 
throughout the organizational space, they are 
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interrelated and an organization’s ability to 
maintain desired protection perspectives is 
dependent upon their ability to function as a 
whole. This whole is defined as an ISS, and the 
desired protection perspectives are viewed as 
desired emergent properties of this system. 
Specifically, the desired properties emerge due 
to the structure and interactions of hierarchical 
elements (i.e. systems, subsystems, and elements 
that define an ISS and delineate it from the 
overarching organizational environment). The 
property measures indicate how much of a 
protection perspective the ISS has, or the degree 
to which it is present. These measures are 
appropriate, as they provide insight regarding 
the function of a protection system as opposed to 
that of an individual hardware or software 
element, or safeguard in isolation. Additionally, 
this facilitates a more-rigorous understanding of 
the relationships between safeguards and desired 
protection perspectives identified in information 
security standards. 

3. Systemic Information Security 
Measurement Approach

The systemic information security 
measurement approach consists of three primary 
steps: synthesize, formalize, and quantify. The 
synthesize step consists of investigating the 
environment illustrated in Figure 1 to identify 
the complex and dynamic characteristics present 
among a set of safeguards and information 
security contributors. The formalize step 
consists of mathematically stating the structural 
relation of safeguards and contributors. 
Although formalization is primarily a 
documentation step, it is necessary for 
facilitating the definition of quantified 
interactions that are present. The quantify step 
consists of defining the dynamics or interactions 
among safeguards and contributors. The result is 
a series of quantitative relationships and rules 
for capturing how a change in one systemic 

element predicates change in another. These 
relationships and rules are aggregated into an 
overall measure for determining the level of a 
specific protection perspective, or more 
specifically, for calculating the associated 
emergent property value. Figure 2 illustrates the 
systemic measurement steps.

Figure 2 Systemic information security 
measurement steps

3.1. Synthesize

As described by Hitchins [9], the synthesis of 
systems with desired emergent properties yields 
an evident relationship between the systemic 
precepts of complexity, dynamics, and 
emergence. The primary objective of the 
synthesis step is to identify the complex and 
dynamic characteristics among a set of 
information security safeguards and 
contributors, and understand how they lead to 
the emergence of desired protection 
perspectives. 

A safeguard requires the contributions from 
one or more information security contributors, 
which are defined as people, process, or 
technology elements. The complex interactions 
among contributors and safeguards are critical 
for maintaining protection, as a failed or reduced 
contribution directly impacts the ability of a 
safeguard to maintain protection. For example, 
the “Access Authorization” safeguard is a 
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standard protection mechanism implemented by 
organizations for authorizing (i.e. approving) a 
user’s access to information resources. The 
access authorization safeguard requires 
contributions from people elements such as a 
data owner for providing approval of access 
requests, processes elements such as the steps 
that comprise the access authorization policy, 
and technology elements such as workflow 
software for enforcing the policy and 
maintaining artifacts of the authorization 
process. A failed or reduced contribution from 
any contributor reduces the safeguard’s efficacy 
in maintaining protection through the access 
authorization safeguard. 

Among safeguards, complexity and dynamics 
are present in the form of dependency 
relationships that are also critical for 
maintaining protection. For example, a 
“Termination Procedures” safeguard is a 
common protection mechanism for 
encapsulating the steps to be followed when an 
employee leaves an organization. Its primary 
purpose is to assure that the accesses of an 
individual are removed when the individual is no 
longer authorized to access information 
resources maintained by the organization. 

However, an inadequate access authorization 
safeguard reduces the likelihood that a user’s 
access is formally documented, such as when 
access to specific applications or network 
resources is granted without being formally 
approved. In this case, it is less likely that the 
appropriate personnel will be able to remove 
access in a timely manner upon employee 
separation, as there is an increased burden 
associated with determining all of the accesses 
that were held. This example illustrates how the 
efficacy of a safeguard may be impacted by the 
efficacy of a safeguard on which it depends. In 
this case, if the access authorization safeguard is 
not receiving the proper contributions from 
people, process, and technology contributors, the 

efficacy of the termination procedures safeguard 
is reduced due to the dependency that is present 
among the two safeguards.

Among information security contributors, 
dynamics are present which limit or constrain 
their ability to contribute to safeguards. This 
type of interaction negatively affects the degree 
to which protection is maintained within an 
organization. For example, if those responsible 
for approving access, such as a data owner, do 
not follow the established authorization process, 
then the authorization process contribution is 
constrained by the data owner. Figure 3 provides 
an illustration of the complex and dynamic 
characteristics among safeguards and 
contributors discussed in this section.

Figure 3 Complex and dynamic 
characteristics in the conceptual protection 

space

The interrelated collection of safeguard and 
contributor elements and the interactions among 
them supports the definition of desired emergent 
characteristics within the conceptual protection 
space. Emergence is a systems-theoretic concept 
in which a property or characteristic exhibited 
by a system or collection of elements is not 
necessarily discernible from the properties of 
any individual elements of which it is composed. 
The existence of emergent system properties can 
be described as being predicated on the 
interactions of systemic elements which are 
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conceptually nested within their parent or 
containing system. This structure is referred to 
as hierarchy. Figure 4 places the interactions 
among information security contributors and 
safeguards in the context of a conceptual 
protection system which resides within a 
containing organization.

Figure 4 Protection system structure and 
contained interactions

The existence of a hierarchical structure is 
evident in Figure 4, in which interactions are 
present at the contributor, safeguard, and 
protection system levels, all within the 
containing organization. Because emergence is 
predicated on the structure and interactions of 
hierarchical elements, ISS-level properties can 
be characterized as emergent and resulting from 
the contained interactions within the safeguard 
and contributor subsystems, and within the ISS-
level boundary. These emergent properties are 
desired and correspond to the protection 
perspectives identified in Section 1.1.

3.2. Formalize

Formalizing the ISS consists of 
mathematically stating the structural relation of 
safeguards and contributors as identified during 
the synthesis step. This step is essential for 
formally defining the ISS and for facilitating the 

definition of quantified interactions among ISS 
elements. 

Within the ISS, there exists a safeguard 
subsystem which contains n safeguard elements. 
Let S be the set of safeguards in the safeguard 
subsystem: S = {Si…Sn} for i = 1…n. Any Si ∈  
S may be dependent on k other safeguard 
elements in S. For each Si ∈  S, let SiD = {Sd…} 
be the set of safeguards on which Si depends, 
where d is the ith index of the corresponding 
safeguard element in S.

Within the ISS, there also exists a contributor 
subsystem. Each Si ∈  S has m required 
contributions that are provided by a set of m 
contributor elements existing in the contributor 
subsystem. For each Si, the set of required 
contributor elements is defined as Ci = {Cij, 
j=1…m} where Cij is the jth contributor for 
safeguard i. Within Ci, q constraint interactions 
may be present. For each q, let CiIq contain the 
Cij contributor elements that participate in the q 
constraint interactions, where the first element (q 
= 0) is the element that is “constrained” and the 
remaining elements (q > 0) are the “constrained 
by” elements. Figure 5 illustrates a generalized 
example of the ISS formalization using a 3-
safeguard, 2-contributor example.

Figure 5 ISS formalization example

3.3. Quantify

The primary objective of the quantify step is 
to define quantitative relationships for capturing 
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how a change in one element predicates change 
in another. There are three primary types of 
systemic interactions associated with the ISS. 
Each type has a corresponding equation for 
capturing the dynamic relationship that is 
present. 

Contribution-type interactions capture the 
dynamics among contributors and safeguards, 
specifically the contributions made by people, 
process, and technology elements to a safeguard. 
Each safeguard requires m contribution units, 1 
for each required contributor. Each required 
contributor provides a contribution value ctr, 
where 0 ≤ ctr ≤ 1. A ctr value of 0 indicates no 
contribution is present and a value of 1 indicates 
a maximum contribution is present. Therefore, 
the contribution score (CS) of the ith safeguard, 
assuming equal, un-weighted consideration for 
each required contributor, is calculated as:
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Dependency-type interactions capture the 
dynamics among safeguards which exist in the 
form of dependency relationships. A dependency 
score (x) is calculated for each safeguard to 
account for the effect on a safeguard’s ability to 
maintain protection resulting from the 
contribution scores of the safeguards on which it 
depends. The dependency score for the ith 
safeguard is calculated as:
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The dependency score for a safeguard can be 
viewed as the minimum of its own contribution 
score and a modified contribution score that is 
calculated against the maximum contribution 

score possible for a safeguard complex (i.e. the 
contribution score and those of all safeguards on 
which it depends). The minimum is invoked to 
ensure that the dependency score for a safeguard 
does not exceed that of its individual 
contribution score. Quantifying the dependency-
type interactions is an important concept, as it 
begins to aggregate the effects of contributions 
across multiple dependent safeguards.

Constraint-type interactions capture the 
dynamics among contributor elements. These 
interactions are viewed as having a limiting 
effect on a contributor element’s contributions to 
a safeguard. It is important to account for this 
type of constraint in the measurement concept as 
it attempts to capture undesirable actions in the 
contributor subsystem and address the affects 
that contributor-contributor friction can have on 
information security. When this type of 
interaction is determined to be present, the Cij-
CTR value for the constrained element becomes 
the minimum of itself and the Cij-CTR values for 
the constrained-by elements:

 CTRiqCTRiCTRiCTIij CCCC   ,...,min 10

In the above rule, Cij-CTI is the augmented 
contribution value for the constrained element, 
identified as Ci0, and Ci0-CTR, Ci1-CTR, … Ciq-CTR

 

are the ctr values for the contributor elements in 
the constraint interaction CiIq as defined in 
Section3.2 For example, using the illustration 
shown in Figure 3, the contributor element 
“authorization process” is constrained by the 
actions of the “data owner”. Therefore, if the 
contribution value of the data owner is less than 
that of the authorization process, the 
contribution value of the authorization process 
becomes the minimum of the two values. 

The interactions among contributors are 
considered on a safeguard-by-safeguard basis. 
Specifically, there is no attempt in this study to 
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formulate an organizational-level model of all 
contributors. As a result, the interactions defined 
by each CiIq for a safeguard are independent of 
those defined for other safeguards. Figure 6 
identifies each type of quantified interaction and 
corresponding equation for calculation in 
relation to the ISS systemic hierarchy.

Figure 6 Quantified interactions

3.4. Property Measures

Once the systemic measurement steps have 
been completed, the quantitative relationships 
describing each systemic interaction are 
aggregated into overall ISS-level property 
measures. These properties correspond to 
desired protection perspectives and are 
considered emergent properties as their 
calculation is based on the interactions that 
occur 1) among elements within the contributor 
subsystem, 2) among elements within the 
safeguard subsystem, and 3) between elements 
in the contributor and safeguard subsystems. The 
value of an emergent ISS property (p) is 
calculated by combining the relationships 
described in Section 3.3:
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A weight wi (0 ≤ wi ≤ 1) is applied to the 
dependency score of each safeguard and utilized 
in the calculation of property values to permit 
control and flexibility from the perspective of 
the stakeholder. The weight specifies the degree 
to which each safeguard affects the specific 
protection perspective being measured (e.g. 
confidentiality, integrity, or availability). This 
allows the desired view of information security 
to be adjusted based on the specific protection 
perspective of interest without altering the 
calculations of the underlying model. For 
example, if computing a measure of 
confidentiality pc for an ISS, a confidentiality-
based safeguard such as access authorization 
would have a higher weight than a safeguard 
which specifically addresses availability, such 
frequency of data backups. 

The scale associated with property 
measurements is based on a minimum and 
maximum value of 0.00 and 1.00 for p, 
respectively. A p value of 0.00 indicates the 
absence of contributions from any contributor 
and a p value of 1.00 indicates the presence of 
maximum contributions from all contributors. 
The interpretation of the scale can be viewed as 
follows: as the total level of safeguard 
contribution from people, processes, and 
technology increases, the measure of p increases 
from 0.00 to 1.00. Most importantly, the 
measure is constructed using contribution values 
that are subject to the interactions present in the 
ISS.

4. Conclusions
This paper presents a systemic-based solution 

that addresses the challenges associated with 
measuring the protection of electronic 
information within organizations. The 
measurement philosophy acknowledges the 
existence of a conceptual protection system that 
subsists within complex organizational 
environments.
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By identifying and investigating the systemic 
characteristics that are present among safeguards 
and their respective people, process, and 
technology organizational contributors, an ISS 
for assuring the protection of electronic 
information in an organizational context was 
synthesized. Emergent properties of this system 
were defined in terms of the systemic 
interactions that are present. By quantifying 
these interactions, measures for the protection of 
electronic information were developed.

The core approach of synthesizing 
information security-relevant systems is 
advantageous in that information security is 
addressed in a systemic context as opposed to 
the more-common approach of evaluating it with 
respect to individual protection mechanisms or 
hard systems in isolation. 

5. Future Work
The first area of future work involves the 

development of system model for implementing 
and demonstrating the systemic measurement 
approach. This model, referred to as an 
information security model (ISM), will provide a 
rigorous mechanism for specifying the systemic 
elements and interactions that compose an ISS 
and for generating quantitative measures of 
emergent properties.  A future research paper 
will present a healthcare-specific application of 
the systemic measurement approach, in which 
the information security safeguards of the Health 
Insurance Portability and Accountability Act 
(HIPAA) Security Rule and a set of common 
organizational information security contributors 
are used for constructing an ISM and generating 
measures of confidentiality.

Another area of future work involves 
applying the systemic measurement approach to 
other information security-related systems of 
interest. For example, although this paper 
focused on the concept of an organizational 
protection system, threats and vulnerabilities are 

critical information security concepts that will 
need to be addressed because of their effect on 
organizational efforts to protect electronic 
information. Using the systemic approach, threat 
and vulnerability systems could be synthesized 
by identifying the relevant elements and 
interactions that are present. For example, a 
threat system could be synthesized from an 
existing set of people contributors to address 
stakeholder concerns regarding insider threats. 
The interaction between the ISS and these 
systems could then be investigated and the effect 
on measures of desired protection perspectives 
could be assessed. 
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Abstract

Given the substantial use of imagery in 
computer science and various scientific 
fields, the need for efficient methodology to 
analyze images and, as a result, extract 
meaningful information from them, is 
critical. The quest for such a methodology, 
especially formulation of feature extraction 
operator with low error probability, 
accurate, and consistent, has been difficult. 
This prompts an obvious need to carefully 
investigate fresh ideas and domains. This 
research, therefore, introduces a high quality 
and computationally efficient image feature 
detection methodology using bidimensional 
empirical mode decomposition (BEMD). 
This sifting process decomposes a 
signal/image into its two-dimensional (2D) 
bidimensional intrinsic mode functions 
(BIMFs).

1. Introduction

The idea of detecting an edge or feature of an 
object is not computer scientists’ attempt to be 
different or aloof. In fact, this process is 
significant in almost every aspect of our daily
lives and is a part and parcel of a bigger picture 
of our existence and interaction with science and 

nature. In that sense, it is increasingly becoming 
popular in many fields of study [1, 2, 3]. 
Through history, humans have always looked to 
science for the purpose of trying to understand 
certain natural phenomena. The reverse is also 
true, for they also look to nature when they are 
trying to understand scientific phenomena. 
     The human brain is of particular significant 
in this distinction. Equipped with thousands of 
neurons, making a decision is a trivial matter. 
Though computers make decisions faster than 
the human, they first go through a rigorous, 
explicit and detailed process to make even the 
simplest decision, a process that would take little 
to no effort for human. Our recognition system 
is particularly powerful because we can 
recognize an enormous range of objects, 
involving unrehearsed detection of edges and 
other features, with little difficulties [1]. As 
such, Physiological theorists believe that human 
vision system (HVS) go through some sort of 
edge and feature detection prior to recognizing a 
color or an image intensity [4, 5]. In essence, 
Computer Scientists believe that some edge and 
feature detection is required prior to image 
interpretation for an automatic computer system. 
As a result, finding edges and other features in 
an image is considered an important process in 
many artificial vision systems and the source of 
motivation for researchers in this area. 
     The area of edge detection and its subsets 
have been around for quite sometimes. 
Nonetheless and because images have no real 
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edges as we know them in the real world, the 
term edge, in reference to image, is somewhat 
misplaced. What we describe as edges are 
actually abrupt changes of intensity in image. 
Because the overall goal is to locate edges in the 
real world through the image however, the term 
edge detection has gained general acceptance in 
the research community [6, 7]. Indeed, edges 
characterize boundaries and, as such, are 
problem of fundamental importance in image 
processing [8]. The main reason for detecting 
sharp changes in image brightness is to capture 
important events and changes in properties of 
the world. In fact, it can be shown that under 
rather general assumptions for an image 
formation model, discontinuities in image 
brightness are likely to correspond to 
discontinuity in depth and surface orientation, 
changes in material properties, and variations in 
scene illumination [9, 10]. In the ideal case, the 
result of applying an edge detector to an image 
may lead to a set of connected curves that 
indicate the boundaries of objects, the 
boundaries of surface markings as well as curves 
that correspond to discontinuities in surface 
orientation. For this reason, applying an edge 
detector to an image may significantly reduce 
the amount of data to be processed and may 
therefore filter out information that may be 
regarded as less relevant, while preserving the 
important structural properties of an image [7, 
11]. If the edge detection step is successful, the 
subsequent task of interpreting the information 
contents in the original image may therefore be
substantially simplified [9, 10, 7, 11, 12]. 
Having introduced the edge detection concept, 
the rest of the paper is organized as followed. 
Section 2 summarizes other image operations, 
some of which are generally applied as a 
preprocessing step in classical edge detection, 
and gives a technical definition of edge 
detection. In section 3, we introduced the 
method that we use to analyze and produces 
edge map of image in the image processing 
domain. Section 4 discusses our proposed 
method. We provide preliminary results and 
comment on our future plan in section 5 while 
providing references in section 6.

2. Other Image Operations

Edge detection is a fundamental problem in 
the broader area of image processing. 
Nonetheless, successfully detecting edges 
involves one or more image processing 
operations. For this reason, a brief summary of 
the available operations, namely denoising and 
deblurring, is presented in this section. 
     Denoising: Digital images are prone to a 
various types of noise. Noise is, by and large, 
the result of errors in the image acquisition 
process that result in pixel values that do not 
reflect the true intensities of the real scene. 
There are several ways that noise can be 
introduced into an image, depending on how the 
image is created [13]. For example, if the image 
is scanned from a photograph made on film, the 
film grain is a source of noise. Also, noise can 
be the result of damage to the film, or be 
introduced by the scanner itself. Furthermore, if 
the image is acquired directly in a digital format, 
the mechanism for gathering the data, such as a 
charge-coupled device (CCD) detector, can 
introduce noise. Electronic transmission of 
image data can also introduce noise [15].
     Deblurring: According to Dangeti [15], 
blurring is a form of bandwidth reduction of the 
image caused by the imperfect image formation 
process such as relative motion between the 
camera and the original scene or by an optical 
system that is out of focus. For instance, when
aerial photographs are produced for remote 
sensing purposes, blurs are introduced by 
atmospheric turbulence, aberrations in the 
optical system and relative motion between 
camera and ground. So deblurring is necessary.

2.1 Edge Definition 

It was also claimed earlier that edges are 
abrupt changes in an image. To understand what 
was meant, we must first understand the origin 
of edges and the factors that cause them [50]. 
Fig. 2.1 illustrates the conversion of a two-
dimensional image into a set of curves where
extraction of salient features of the scene can be 
carried out [15]. It is to be noted, however, that 
the curves in this figure are more compact than 
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the typical edges, but the idea of extracting the 
important features of a scene is clearly 
illustrated therein. Nonetheless, the question 
remains as to what caused edges in the first 
place? Remember it was also mentioned earlier 
that various discontinuities are the main causes 
of edges. To further understand this reality, Fig. 
2.2 illustrates several of these discontinuities [1, 
2]. From the above illustrations, in addition to 
factors which cause them, we can see that edges 
are the places in the object corresponding to the 
object boundaries, and are, as a result, 
technically defined as pixels where image 
brightness changes abruptly [1, 4, 5]. This can 
be seen by examining Fig. 2.3, which compares 
and contrasts brightness and spatial coordinates. 
As such, an edge can also be described as a 
property attached to an individual pixel and is 
calculated from the image function behavior in 
its neighborhood. It is, therefore, considered a 
vector variable consisting of magnitude of the 
gradient and the direction of an edge [8, 9, 1]. In 
particular, edge information in a given image is 
found by looking at the relationship a pixel has 
with its neighbors. If a pixel’s gray-level value is 
similar to those around it, then there is a good 
chance that there is no edge presence at that 
point. By contrast, if a pixel has neighbors with 
widely varying gray-levels, there is high 
likelihood of an edge point at that location [5, 7, 
8]. An edge point could be any of the available 
edge types as illustrated by Fig. 2.4.

Figure 2.1. Converting a two-D image into a set of 
curves

Figure 2.2. Various factors responsible for the 
occurrence of edges

Figure 2.3. Brightness versus spatial coordinates

Figure 2.4. Classic edge profiles

2.2 Edge direction and magnitude

Note that the gradient magnitude and the 
gradient direction are continuous image 
functions consisting of the angle in radians from 
the x-axis to the point (x, y). Remember it was
established earlier that edge is where change 
occurred, and this change is measured by a 
derivative in one-dimensional space. Anytime 
we encountered the biggest change during this 
measure, one of two things will be realized: The 
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derivative will have a maximum magnitude or 
the second derivative will be zero [5, 9, 7]. The 
former case describes the gradient family of 
edge detectors while the latter is a typical 
behavior of the Laplacian edge detection 
methods [7, 6]. The gradient of an image is 
given by

                                          (2.1)

The image points in the direction of the most 
rapid change.  Finally, the gradient direction and 
gradient magnitude are respectively given by

                        (2.2)                             

                (2.3)

3. Empirical Mode Decomposition (EMD)

     An Empirical mode decomposition (EMD), 
developed by Norden E. Huang et al. [17] in 
1998 is a method of breaking down a signal 
without leaving a time domain and, in some 
sense, serves the same purpose as the Fourier 
Transforms and wavelet decomposition image 
analysis techniques. It is, however useful for 
analyzing natural signals, which are, by and 
large, non-stationary, time-varying and non-
linear [17]. The Fourier Transform and wavelet 
decomposition methods deal strictly with 
stationary, periodic and linear data and signals. 
Because EMD decomposes a complex signal 
into finite and oscillatory modes known as
intrinsic mode functions (IMFs), it is self-
adaptive and efficient and, as a result, gained
major impetus in various fields of study outside 
of computer science [18]. This popularity 
stemmed from the fact that the basic functions 
used to decompose a signal are not predefined 

but adaptively derived from the signal itself 
[17]. 
     Huang and others were motivated by the 
inability of the existing data analysis techniques 
to effectively handle nonlinear and non-
stationary data and signals. Because data 
analysis is important in research and practical 
applications, it is necessary to have a reliable 
and efficient mechanism of examining the data 
so that we can make sense of them so they 
argued [17]. Since one of the main goals of data 
analysis is to determine the parameters needed to 
construct the necessary model and to confirm the 
model that is constructed to represent a 
phenomenon, it is imperative that some of the 
inherent problems are addressed. Data, whether 
from physical measurement or numerical 
modeling will exhibit one or more of the 
following problems: The data span will be too 
short; the data are non-stationary; the data 
represent a nonlinear process [17]. Because the 
existing methods, such as the spectrogram, the 
wavelet analysis, the Wigner-Ville Distribution, 
evolutionary spectrum, the empirical orthogonal 
function expansion (EOF), etc., do not address 
some of the above problems, at least in the 
pragmatic standpoint, EMD attempts to 
empirically bridge the gap [17].
     An intrinsic mode function (IMF) is a 
function that satisfies two conditions: (1) in the
whole data set, the number of extrema and the 
number of zero crossings must either equal or 
differ at most by one; and (2) at any point, the 
mean value of the envelope defined by the local 
maxima and the envelope defined by the local 
minima is zero [17]. The specifics of these 
conditions, typically described as a “sifting 
process,” are summarized below.

(i) Make the initialization
(ii) Compute the kth IMF (by 

initializing, identifying all local 
extrema, interpolate the local 
minima or maxima to get the 
envelope, compute the means of the 
envelopes until the stopping criteria 
is fulfill)

(iii) Check if the last IMF is monotonic, 
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in which case the decomposition is 
complete (otherwise start over from 

     To gain the necessary inherent strengths of 
the EMD/BEMD, several questions have to be 
answered properly. These are the domain in 
which to apply it and the interpolation technique 
to use. Furthermore, several concerns, such as 
the stopping criteria and boundary adjustments 
have to be addressed within the interpolation 
routine. Having carefully studied the various 
approaches by several authors, particularly 
Huang, Nunes and Bhuiyan et al. [2, 3, 4] in 
dealing with these issues, the methodology 
proposed herein takes into consideration the 
aforementioned questions and attempts to 
address them in a unique fashion or circumvent 
them in some sense, when necessary. Fig. 2.5 
depicts the proposed method called 
Bidimensional Empirical Mode Decomposition 
for edges, corners and curves (BEMDEC).

4. BEMD for Edges, Curves and Corners 
(BEMDEC) 

    Bidimensional empirical mode decomposition 
(BEMDEC) describes an extended version of the 
empirical mode decomposition (EMD) 
techniques for image or two dimensional data 
processing. Based on the properties of the 
empirical mode decomposition (EMD) and 
characteristics of images, the EMD technique 
has been extended to analyze images or two 
dimensional data. 
     For this reason, the bidimensional empirical 
mode decomposition (BEMD) is also known as 
image EMD (IEMD), 2D EMD, and directional 
(DEMD), among other designations [19]. The 
BEMD decomposes an image or two-
dimensional (2D) data into its 2D or 
bidimensional IMFs (BIMFs) and a 2D or 
bidimensional residue (BR), which represents 
the characteristic of local spatial scales at 
various levels of the image or 2D data, defined 
by the BIMFs or the BR. Because of the inherent 
nonlinearity and non-stationarity in images, 
BEMD presents a legitimate promise for image 
processing tool [19, 1]. In regard to the sifting 
algorithm for bidimensional signals, a similar 

algorithm as that described above can be applied 
while the fundamental question to answer is 
what interpolation technique to use in the sifting 
process (SP) and how many iterations to 
consider in the SP to build the IMFs [19]? For 
the purpose of this work, an efficient and robust 
interpolation method, known as the cubic spline 
interpolation, is applied. Details of the BEMD 
algorithm or the sifting process are given below:

Figure 2.5. The proposed BEMDEC method

 (i) Set i = 1, and Si(x,y) = I(x,y). If Si(x,y) (i.e., 
the given image I(x,y)) is not the only 
component, with Si(x,y) having the BR 
properties, then go to step two.

(ii) Set j = 1, and Fi, j(x,y) = Si(x,y).
(iii) Obtain the local maxima points of Fi, 

j(x,y), which is known as the 2D maxima 
map and denoted by Pi, j(x,y). Similarly, 
obtain the local minima points of Fi, j(x,y), 
which is known as the 2D minima map 
and denoted by Qi, j(x,y).

(iv) Generate the upper envelope (UE), Ui, 

j(x,y), and the lower envelope (LE), Li, 

j(x,y), of ISBIMF, Fi, j(x,y), from the 
maxima points in Pi, j(x,y) and minima 
points in Qi, j(x,y), respectively.
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(v) Find the mean envelope (ME) as Mi, j(x,y) 
= Ui, j(x,y) + Li, j(x,y)  /2

(vi) Calculate Fi, j(x,y) as Fi, j+1(x,y) = Fi, j(x,y) – 
Mi, j(x,y).

(vii) Check to see whether Fi, j(x,y) follows the 
properties of a BIMF.

(viii) If Fi, j+1(x,y) meets the BIMF properties as 
per step (vii), then take Fi(x,y) = Fi, j+1(x,y);
set Si+1(x,y) = Si(x,y) - Fi(x,y), and i=i+1; go 
to step (ix). Otherwise, set j = j+1,
go to step (iii) and continue up to step 
(viii).

(ix) Find out the number of extrema points 
(maxima and minima together) (NEP), 
denoted  as ei

2 , in Si(x,y). If ei
2 is less than 

the extrema threshold (ET), e2T , the BR, 
R(x,y) = Si(x,y); and the decomposition is 
complete. Otherwise, go to step (ii) and 
continue up to step (ix). 

     In our method, we extended the BEMD to 
deal with edges, corners and curves detection by 
addressing the interpolation method, stopping 
criteria and the boundary adjustment. In the 
following tables, the first shows the initial 
sifting process with the IMF = 1 and iteration = 
0 whereas the second provides the last iteration 
with the IMF = 1 and iteration = 2.

Table 1. IMF = 1, iteration = 0

Table 1. IMF = 1, iteration = 0

4.1 The Interpolation Method

 The designation of the cubic spline (CS) [2] as 
the interpolation method of choice in this work 
is not arbitrary. As explained earlier, it has the 
desirable qualities needed to properly interpolate 
scattered data, and it generally demonstrates 
consistent and stable behaviors while doing so. 
Of all the available interpolation techniques, CS 
incorporates the ease of interpolation, 
integration, and differentiation with efficiency 
and flexibility as illustrated in Fig. 2.6.

Figure 2.6. CS vs. polynomial interpolations

4.2 The Stopping Criteria and boundary

    In this work, the proposed stopping criteria 
is simple and straight forward. Given the sifting 
algorithm, three parameters are defined. These 
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are a global threshold, denoted by θ1, an 
evaluation function denoted by δ(t) and the 
iteration duration denoted by 1- δ. Both the 
global threshold and the evaluation function start 
out at 0:05, a value that is observed to be 
optimal. The sifting process then iterates until 
evaluation function is less than the global 
threshold at which point we have reached our 
stopping criteria.
     The proposed boundary adjustment is even 
simpler. Having already computed the values of 
the lower and upper envelopes in the 
interpolation routines, instead of ignoring the 
values at the boundaries, the average of these 
two values is taken and is used as the boundary 
value. This designation has been termed as 
“extended averaging” (EA) in this work. The 
results of this scheme seem to be very favorable 
compare to those obtained when the boundaries 
values are ignored or false ones are used. 

Applying the algorithm to an image using the 
matlab software produces some useful results, 
some of which are provided below.

5. Preliminary Results and future work 
and conclusion

    As can be seen from the below figures, 
the application of the extended EMD, called 
the bidimensional EMD coupled with its 
combination with a useful interpolation 
algorithm, stopping criteria and boundary 
adjustment make for a good edge, curves 
and corners detection technique. Several 
original images are used in this section to 
show edges, corners and curves detection. 
   In conclusion, the results show that the 
BEMDEC methodology has inherent 
advantages over the alternatives such as the 
Canny for edges and SUSAN for curves. 
Our future intention will be to formulate an 
qualitative measures, using numerical 
comparison as opposed to the standard eye 
test, to prove its clear advantage. 

Figure 5.1. Original house and block images

Figure 5.2. BEMDEC vs. SUSAN

Figure 5.3. Original 256 x 256 Lena image
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Figure 5.4. BEMDEC vs. Canny

 

Figure 5.5. Reference for curves

Figure 5.6. BEMDEC vs. Random Transform
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 Abstract 

This paper describes the design, 
implementation, and deployment of a low-cost 
system that remotely monitors, records, and 
analyzes substation-level transformers. This 
system is called TransAlert. Performance data 
on the transformer, such as temperature, 
vibration, and load are collected and analyzed in 
real-time in order to predict the remaining life of 
the transformer. Undergraduate engineering 
students developed and deployed TransAlert in a 
small utility company in Texas.  This paper also 
describes the challenges that students and 
faculty members faced during the deployment 
phase, and the limitations of the collected data 
for testing the life expectancy algorithm. 

1. Introduction 
Power transformer performance and health 

can be monitored through a combination of 
current, voltage, temperature, pressure, and 
vibration measurements. This information has 
the potential of indicating required transformer 
maintenance, improving system reliability, and 
predicting transformer failures.  There are 
commercial products available [1]; however, the 
high price of current products often makes them 
unavailable to smaller utility companies. 

Typically, small utility companies use mobile 

diagnostics equipment to test their transformers 
once or twice a year for any potential problems. 
Traditional Supervisory Control and Data 
Acquisition (SCADA) systems at utility 
companies provide performance data, but not 
“longevity” data.  In other words, the data 
collected on the health of the transformer 
through SCADA does not provide detailed 
information for monitoring the trend in the life 
of a transformer. The inability to make an early 
prognosis can have costly consequences. If a 
transformer needs to be ordered in a short period 
of time, the cost can be significantly higher.

To address this problem, we designed and 
implemented a low-cost intelligent remote 
monitoring system for transformer diagnostics 
and prognostics using commercial off-the-shelf 
(COTS) parts. We also used sensors already 
installed in the transformer, and a limited 
amount of additional sensors. This system – 
named TransAlert – was part of a research 
initiative [2] with College Station Utilities and 
the American Public Power Association 
(APPA). This research project included a 
statistical analysis methodology aimed to 
achieve reliable diagnostic and prognostic 
capability with minimum cost.  

A group consisting of faculty members, 
graduate students, and undergraduate students 
designed TransAlert. This paper describes the 
design of the TransAlert prototype and its 
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deployment, which were a major part of the 
undergraduate students’ work, as part of their 
Capstone design course. This paper also 
describes the challenges during the 
implementation of the analysis algorithm, and 
the limitations on the data collected, with some 
lessons learned. 

  The remainder of the paper is organized as 
follows. Section 2 provides an overview of the 
functionality of TransAlert, with details on the 
hardware and software design. Section 3 
provides a discussion of the deployment 
challenges and lessons learned. Finally, Section 
4 presents our conclusions and future work. 

2. TransAlert’s System Requirements
The TransAlert project has the following 

objectives: 

1. Real time monitoring of the health of 
transformers using nonintrusive devices.

2. Capability to estimate the performance 
deterioration rate and remaining life of 
the transform based on statistical 
analysis of real time data.

3. Storage of necessary data for further 
analysis.

4. Low-cost wireless communication to a 
substation.

5. Provide a low-cost but reliable 
alternative for transformer monitoring 
and diagnostic system.

The above objectives led to the conceptual 
design shown in Figure 1. At the center, 
TransAlert is shown as a data collection and 
compression block, with two additional blocks: a 
data analysis and a data storage block. The next 
subsections will explain each objective, with 
reference to Figure 1.

Figure 1 - Conceptual diagram of TransAlert.

2.1. Real-time transformer monitoring 
using non-intrusive devices

On the left side of Figure 1, TransAlert’s data 
collection building block reads information from 
sensors, such as environment temperature, 
vibration, humidity, and the state of the 
transformer’s fans. The fans’ state (active or 
inactive) can provide information on the internal 
temperature of the transformer, if it has reached 
certain thresholds for the fan activation. This can 
be useful if there are no temperature sensors 
inside the transformer. 

Temperature, vibration, and humidity sensors 
are implemented in a separate sensor board 
(Figure 2), which is located next to the 
transformer. An additional sensor input 
interfaces with existing monitoring devices that 
the transformer already has, such as the Load 
Tap Changer Controller (LTCC). Using Modbus 
as the standard protocol [3], and serial (RS-232) 
communications (Figure 3), TransAlert reads the 
control information on the primary voltage, 
secondary voltage, primary current, secondary 
current, and load, all of which the LTCC 
continuously monitors with pre-existing 
transformer sensors. 
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Figure 2 - TransAlert's sensor board.

Figure 3 - TransAlert's interface with load tap 
change controller (LTCC) using serial 
communications and ModBus protocol.

Additional sensor inputs are implemented in 
TransAlert’s hardware, in order to allow the 
expansion to new sensors. For instance, if an 
internal temperature sensor is installed in the 
transformer, we can measure the transformer’s 
hot-spot temperature, the importance of which 
will be explained next.

 

2.2. Capability to estimate the performance 
deterioration rate and remaining life 

From the failures reported in [4], the leading 
cause of transformer failures is “insulation 
failure”. Aging or deterioration of insulation is a 
time function of temperature, moisture content, 
and oxygen content. With modern oil 
preservation systems, the moisture and oxygen 
contributions to insulation deterioration can be 
minimized, leaving insulation temperature as the 
main parameter. Therefore, in aging studies it is 
usual to consider the aging effects produced by 
the highest (or “hot-spot”) temperature [4, 5].

Hot-spot temperature of the transformer is 
defined as the highest temperature anywhere 
along the coils of the transformer. Proper choice 
of location for the sensors in the transformer 
windings is crucial to accurately determine the 
hottest spot temperature. Hot-spot temperature 
can be determined using fiber optic sensors. 

However, if the fiber optic sensors are not 
placed in the winding during the manufacture of 
the transformer, utility companies mostly rely on 
the prediction of hot-spot temperature. There are 
models to predict hot-spot temperature and 
aging factor, such as the C57.91-1995 IEEE 
standards [6], which we have first simulated and 
then implemented in TransAlert. 

Normal insulation life of the transformer is 
usually taken as 180,000 hours (20.55 years). 
The C57.91-1995 IEEE model allowed us to 
predict the hot spot temperature and calculate 
the transformer’s aging factor, which we called 
the “life expectancy” algorithm. One 
requirement of the IEEE model is the knowledge 
of the transformers insulation factors or top-oil 
factors. For these, we created a regression 
algorithm to estimate the factors, with pre-
collected transformer performance data. This 
algorithm is described in a related work [7].

Therefore, using the estimated insulation 
factors, we implemented the life expectancy 
algorithm in TransAlert’s firmware. In regular 
mode, which we call “production mode”, 
TransAlert gives constant updates to the utility 
company about the remaining life of the 
transformer.  Figure 4 illustrates one state of the 
firmware’s state machine, in which it 
periodically updates sensor data and estimated 
transformer’s life.
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Figure 4 – TransAlert’s firmware updates 
remaining life data hourly, as an 
implementation of the life expectancy 
algorithm.

2.3. Storage of necessary data for further 
analysis

For further research and evaluation of the 
remaining life of the transformer, TransAlert can 
also operate in “research mode”. In research 
mode, TransAlert collects data at increased 
sampling rates, saving the data directly to a USB 
flash drive without compression to allow for 
complete, very detailed off-line data analysis.

The data storage and USB interface are 
shown in Figure 1, at the bottom right side. Data 
storage and processing of events are two of the 
major tasks TransAlert must accomplish. The 
control and processing tasks for TransAlert are 
carried out by the PIC24FJ256GB210 
microcontroller while the data storage is taken 
care of by the SST25VF080B 8Mbit flash 
memory module.

Thus, in either way, “research” or 
“production” mode, the data is saved in the USB 
flash drive, and a field engineer can retrieve the 
data locally. The difference between the two 
modes is that in research mode the data is 
collected more often and the storage data 
contains more granular information. In our 
current implementation of research mode, data is 
collected every minute. 

2.4. Low-cost wireless communication to a 
substation.

Using Internet protocol, such as TCP/IP, and 
Modbus formatted data, the sensor readings are 
transmitted wirelessly to a remote computer 
using wireless communications. We adopted 
cellular communications using a General Packet 
Radio System (GPRS) [8, 9] module in the 
TransAlert prototype. The GPRS is a second-
generation cellular technology that allows data 
rates between 19 kbps to 170 kbps. 

Our students developed a software 
application for the remote computer, with a user-
friendly graphical user interface (GUI), using 
National Instruments’ LabView VI. 

This software application is designed to 
communicate with TransAlert in the field (e.g., 
when TransAlert is installed in a substation). 
Using the Modbus Remote Terminal Until 
(RTU) over TCP/IP protocol, it can retrieve data 
periodically. The software application listens for 
connection attempts from a field TransAlert unit 
and once a connection attempt is heard, a TCP 
connection is established with that device. The 
application then begins sending “Read Input 
Register” Modbus requests to the field device at 
minutely intervals. When a response is received 
from a field unit, data is parsed from the 
received packet and displayed to the user in the 
GUI seen in Figure 5. All data received from 
field units are stored in a local array within the 
LabVIEW application.

Figure 5 - TransAlert GUI collecting data 
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from a TransAlert module deployed in a 
substation.

The stored data can be both graphed and 
saved to Comma Separated Value (CSV) files. A 
sample of a CSV file generated by TransAlert is 
shown in Figure 6, with the readings of the 
vibration, humidity, and ambient temperature. 

As an example of the Modbus packets that 
are collected at regular intervals by the GUI, we 
have run a network analyzer in the remote 
computers, to inspect the Modbus packets. 
Figure 7 illustrates the packets that are sent by 
TransAlert. Note the small size of the Modbus 
packets, in average 60 bytes, and the regular 
delivery of Modbus requests and responses, once 
the TCP connection has been established. 

An additional capability to send alerts via 
text messages is also available in TransAlert.

2.5. Provide a low-cost but reliable 
alternative for transformer monitoring 
and diagnostic system

Finally, the TransAlert system was designed 
for low-cost. It must not exceed $500 per system 
at production quantities of 100 or more. 

Figure 6 - Sample of CSV file generated by 
TransAlert. Additional columns (not shown) 
include voltage, current and load 
information.

Figure 6 - Packet inspection of data sent by 
TransAlert. Dark packets are Modbus 
requests sent by remote computer. Last 
packet is the response with sensor data. 

At the time the TransAlert prototype was 
successfully demonstrated on November 14, 

2011, the estimated cost of the TransAlert 
system was calculated to be $133.20. 

On the reliability requirement, the data 
collected by the remote computer also displays 
self-diagnostics data on the TransAlert device. 
Information such as power supply and battery 
backup information are shown in Figure 8. 

3. Lessons Learned on TransAlert’s 
Deployment

TransAlert was deployed in a College Station 
Utility’s substation transformer (Figure 9). For 
faculty members and students, this was a great 
opportunity to test our design and evaluate the 
life expectancy algorithm. The prototype worked 
well during the student’s formal demonstration 
and after several months of operation. This 
deployment also presented new challenges and 
many lessons were learned after the prototype 
was designed. These lessons are presented next. 

Figure 7 - Self diagnostics information is 
also provided by TransAlert.
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Figure 8 - TransAlert's deployment at College 
Station Utilities' transformer.
 

3.1. Wireless communication – Data plan 
and connection issues

There are as many alternatives to wireless 
communication protocols [8]. The small Modbus 
messages allow for any communication to be 
used. Some alternatives will provide more 
reliable communication than others and the cost 
will vary greatly. 

Our approach was to use cellular packet data 
communications, more specifically GPRS. The 
first issue we faced was the choice of wireless 
carrier and wireless plan to adopt. At the time, 
we tested our system with both AT&T and T-
Mobile wireless networks. In our current design, 
the firmware needs to re-flashed every time we 
switch from T-Mobile to AT&T, or vice-versa. 
This represents a difficulty or obstacle for a 
maintenance field engineer to change wireless 
provider. Also, we opted to use pre-paid plans 
with unlimited data, which was affordable to our 
project budget at the time. However, this showed 
to be a costly solution at the end, and we 
eventually had to stop collecting data when the 
project ended.

One disadvantage of our wireless solution 
was that it did not allow the remote computer to 
initiate a connection to the TransAlert in the 
field. The reason is that in our regular wireless 
plan, the wireless provider does not allow a TCP 

connection to be initiated from outside its 
network. For instance, the wireless provider has 
a firewall or similar security system which does 
not allow external access to the current Internet 
Protocol (IP) address of TransAlert, and this 
address is dynamic, i.e., it may change at any 
time. Therefore, we adopted the solution 
described in Section 2.4, in which the software 
application running in the remote computer 
listens for connection attempts from a field 
TransAlert unit. In this way, the TCP connection 
is initiated by the wireless device, i.e., 
TransAlert. This requires that TransAlert be pre-
programmed to communicate with that remote 
computer. TransAlert also needs to be constantly 
sending these connection requests over the 
wireless medium, whenever the connection to 
the remote computer is interrupted. 

3.2. Limited data to evaluate the life 
expectancy algorithm

Although we have adopted a well-known 
IEEE model to estimate the aging of the 
transformer and we have simulated it in Matlab, 
we wanted to use the data from a real 
transformer on the field to evaluate the life 
expectancy algorithm. Our initial plan was to 
deploy TransAlert in two transformers, an old 
one and a brand new one, and compare their data 
using the “research” mode of TransAlert.

Fortunately, the utility company allowed us 
to install our prototype in one of their 
transformers. Unfortunately, we did not have the 
resources to deploy TransAlert in two 
transformers. The transformer that we had 
permission to test was a brand new one, and 
lightly loaded. Therefore, the life expectancy 
algorithm did not provide useful data, and it 
showed always as a “0 hours” taken of the 
predicted life of the transformer. 

Another problem was that we had plans to 
read the status of the transformer’s fans. 
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According to the utility engineers, every time a 
fan is activated in a transformer (for instance, 
during the summer months), its internal 
temperature is above a certain threshold. Our 
algorithm took this into account in the prediction 
of the hot-spot temperature. However, during 
deployment, we were not allowed to connect 
wires from TransAlert’s sensor inputs to the 
fans. The utility engineers were concerned with 
the connection and, for safety reasons, 
recommended the fan wires to stay unplugged. 
Thus, we did not have access to the fan data 
during deployment. 

One other issue that was soon solved was the 
interface with the LTCC. During deployment, 
students had to adjust how fast they were 
reading data from the LTCC. Initially, 
TransAlert was polling data too fast, and LTCC 
was not responding. Then, the students modified 
the firmware to read it more slowly. This was a 
very good experience for the students to 
troubleshoot and test their design against a real 
world system

As for the life expectancy algorithm, it is 
implemented in TransAlert and we can test it in 
other transformers or even test it using simulated 
data. The latter can be achieved with a LabView 
application that simulates inputs from an LTCC. 

4. Conclusions 
From a development perspective, all the 

objectives of the TransAlert project were met 
using commercial off-the-shelf (COTS) parts, 
non-intrusive sensors, and existing algorithms 
for predicting the remaining life of a 
transformer.

From a research perspective, given the 
limitations of the collected data in the current 
deployment and the on-going search for a better 
wireless solution, the TransAlert project is still 
on going. Further evaluation and fine-tuning of 
the life expectancy algorithm is required. 

Finally, we envision the addition of fault 
detection algorithms to TransAlert. Traditional 
fault detection methods [10, 11] require 
expensive gas measurement sensors to be 
installed inside the transformer. This may not be 
available in small distribution transformers. 
Since TransAlert uses available sensors and a 
regression algorithm to estimate insulation 
factors, it offers small utility companies a low-
cost solution for life expectancy estimation and 
potentially fault detection.
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 Abstract 

This paper examines three key areas of 
potential problems for two Wall Street 
Investment Banks just prior to the global 
financial crisis of 2008. The financial risk of the 
firms, risk management processes and corporate 
governance of Lehman Brothers and Goldman 
Sachs were compared. A priori, it was 
hypothesized that both firms would have 
significantly different financial risk profiles, risk 
management processes and procedures and 
corporate governance. The results of this study 
suggest that the firms were not different with 
regard to their financial profiles or risk 
management processes prior to the crisis. The 
significant difference between the two firms was 
instead their respective corporate governance. 
The results of this study are discussed within the 
context of the divergent market outcomes for the 
two firms.

1. Introduction 

The investment banks at the heart of the 
global financial crisis of 2008 have been the 
subject of much public and academic scrutiny. 
How did the crisis happen? What were its root 
causes? This paper examines the two investment 
banks that had the best and the worst outcomes 
in the subsequent crisis – Lehman Brothers and 

Goldman Sachs. While the failure of Lehman 
Brothers was arguably the trigger for the global 
financial crisis [4], Goldman Sachs emerged 
relatively unscathed. What were the critical 
differences between these two firms? What 
factors played a role in the disparate outcomes 
between the two? This paper focuses on three 
key areas of their operations for clues regarding 
the underlying causes for their divergent 
outcomes in the subsequent crisis.  

This paper examines the potential financial 
riskiness of each firm, their risk management 
processes and procedures and each firm’s 
overall corporate governance. Traditional 
financial ratios have long been used to assess the 
financial risk of companies [5]. Risk 
management is vital area of concern for all 
firms. Risk management plays a particularly 
vital role in banking firms, such as investment 
banks, where the firm interacts directly and 
intimately with the broader financial markets 
[10]. Risk management, however, is but one 
function within the broader role of effective 
corporate governance [1]. Corporate governance 
encompasses all of the significant functions of 
the organization as it interacts with its 
stakeholders [2]. 

This paper examines these three critical areas 
of concern in relation to Lehman Brothers and 
Goldman Sachs. The overall research hypothesis 
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of this study is that there will be significant 
differences with regard to each firm’s financial 
riskiness, risk management processes and 
procedures and general corporate governance, 
given the subsequent disparate outcomes for 
each firm.  

2. A Brief Timeline of Events 

Beginning in approximately 2003, housing 
prices in the United States began to rise sharply. 
By the summer of 2005, housing prices for the 
nation as a whole had peaked [9]. While the 
causes for this speculative rise in housing prices 
have been debated [10], what is clear is that the 
bubble was at least partly fueled by the 
increasing securitization of mortgages and 
mortgage backed assets [3]. This securitization 
was handled by investment banks like Lehman 
Brothers and Goldman Sachs [8]. One 
particularly lucrative and appealing market for 
all of the investment banks was the market for 
subprime mortgages, primarily because the 
profit margins on subprime mortgages were so 
much higher than conventional mortgages [8]. 

Goldman Sachs began to observe troubling 
developments with subprime mortgages in early 
2006. By December of 2006, Goldman had not 
only begun to sell off their subprime mortgage 
assets, they started to actively get short the 
subprime mortgage markets [8]. In February of 
2007, the U.S. subprime mortgage market 
collapsed, creating a windfall for Goldman 
Sachs [8]. 

Seeing a rebound in the subprime mortgage 
markets, and hoping to capitalize on what they 
regarded as undervalued mortgage-backed 
assets, Lehman Brothers began to “double 
down” on the subprime mortgage market in mid-
2007 [11]. Goldman Sachs saw the rebound and 
also began to go long the subprime market for 
several months [8]. 

The rebound in subprime securities was 
relatively short lived, however. As the subprime 
markets spiraled further downward in 2008, the 
distress of the New York investment banks 
increased. In March of 2008, the investment 
bank Bear Stearns collapsed, largely due to 
failure of subsidiaries that traded subprime 
securities. In September 2008, following acute 
distress and several weeks of high stakes 
negotiations, Lehman Brothers filed for 
bankruptcy [11]. 

While Goldman Sachs survived the global 
financial crisis that ensued, it did not emerge 
unscathed. Goldman also suffered terrific losses 
in the mortgage markets, which were partially 
offset by short trades against the subprime 
markets [8]. Goldman Sachs would eventually 
become a commercial bank, shedding the 
investment banking title [8]. On the whole, 
however, Goldman Sachs could be considered to 
have fared the best of the New York investment 
banks. 

3. Research Hypotheses 

The two firms – Lehman Brothers and 
Goldman Sachs – experienced quite different 
outcomes in 2008. Lehman Brothers’ failure in 
2008 arguably sparked the global financial crisis 
while Goldman Sachs survived relatively intact. 
Therefore, it stands to reason that the two firms, 
a priori, should have had measurably different 
financial structures, risk management processes 
and procedures and corporate governance in 
place prior to the crisis. This study examines 
these three areas – the firm’s financial risk as 
measured by traditional ratios, their risk 
management processes and procedures, and each 
firm’s corporate governance. The general 
research hypothesis was that there should be 
substantive differences in these three areas 
between the two firms. Stated formally:
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Hypothesis One: There will be substantive 
differences between the two firms with 
regard to each firms’ financial risk 
profile.

Hypothesis Two: There will be substantive 
differences between the two firms with 
regard to each firm’s risk management 
processes and procedures.

Hypothesis Three: There will  be substantive 
differences between the two firms with 
regard to each firms’ corporate 
governance.

4. Methods 

This study collected and analyzed year 2007 
results for each firm in the form of their 
respective annual reports, proxy statements, and 
other SEC filings such SEC Form 10-Q filings 
for 2007. Financial information and other 
quantitative measures came from these sources 
for fiscal year 2007, as well as documentation 
regarding the composition and background of 
each firm’s respective Board of Directors. The 
year 2007 was chosen because it documents the 
state of each firm just prior to the onset of the 
global financial crisis, which started in 
September of 2008. Thus, end of year 2007 
results give a good approximation of the fiscal, 
operational and corporate governance status of 
each firm immediately prior to the crisis. 

Additional qualitative information was 
collected from two additional reports. In the case 
of Lehman Brothers, the Lehman Brothers 
Holdings Chapter 11 Examiner’s report was 
analyzed [11]. For Goldman Sachs, the U.S. 
Senate’s Permanent Subcommittee on 
Investigations report on the Financial Crisis was 
investigated [8]. These two reports provided 
qualitative information regarding items such as 

the risk oversight processes and procedures 
observed for each firm.  

The collected information was then analyzed 
with respect to accepted measures for evaluating 
the financial risk, risk management processes 
and procedures, and corporate governance for 
both firms. With respect to financial risk factors, 
this study examined 10 variables that have been 
used in earlier studies to evaluate the financial 
risk on a bank’s financial statements [5]. With 
regard to risk management processes and 
procedures, this study evaluated both firms with 
regard to 7 established best practices for firm 
wide risk management [2]. Finally, with regard 
to corporate governance, both firms were 
analyzed with regard to 6 corporate governance 
variables that have been demonstrated in prior 
studies to have a significant, negative impact on 
risk taking and firm financial performance [12].  

Previous research has demonstrated that a 
number of traditional financial ratios are 
strongly correlated with fraudulent financial 
reporting and firm failure [5]. For example, 
when liquidity is low, balance sheet leverage is 
high, and rates of financial return are low, all of 
these symptoms strongly predict subsequent 
failure of the firm [5]. Enron, for example, 
showed all of these symptoms. Value at Risk is 
also used to indicate the level of risk on a firm’s 
balance sheet [7]. The ten variables used to 
predict financial risk and failure in this study are 
listed in Table 1. 

Best practices in processes and procedures 
for banking institutions to manage risk have also 
been established in prior research [2]. Firms that 
utilize these best practices are widely regarded 
to have less firm risk, and to be at subsequently 
lower risk for firm distress and failure. The 
seven established best practices are listed in 
Table 2.  
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A number of prior empirical studies have 
established a clear pattern of dysfunctional 
behaviors on the part of management, including 
excessive risk taking and lower firm financial 
performance, under certain corporate 
governance conditions. For example, when the 
compensation of the board is skewed toward 
short term compensation, firms typically 
underperform their industry on financial rates of 
return [12]. This may be due to excessive risk 
taking on the part of firm management. The six 
variables that are correlated with negative firm 
outcomes are listed in Table 3. 

5. Results 

The results of this analysis are presented in 
Tables 1, 2 and 3. With regard to Table 1, 
Goldman Sachs and Lehman Brothers financial 
analysis, the results for the two firms are quite 
similar. Both firms exhibited low current ratios, 
indicative of liquidity risk for both firms, 
particularly if confidence in a particular class of 
security (such as subprime mortgages) were lost. 
Leverage ratios for both firms were high at 26.2 
and 29.73 times shareholder equity, indicating a 
thin layer of equity capital in the event of losses 
on the balance sheet. Financing for both firms 
were heavily skewed toward short term 
financing, often overnight repo transactions, 
suggesting a duration mismatch for both firms as 
well. The Value at Risk (VAR) measures for 
both firms were similar, although this measure 
did not correlate well with any other risk 
measures in this analysis. 

In general, then, the balance sheets of both 
firms, Goldman Sachs and Lehman Brothers, 
were roughly of the same composition. There 
was no substantive difference between the 
various balance sheet risk measures for the two 
firms. On this basis, Hypothesis One was not 
supported.

The results for Table 2 were similar. On 
paper, the risk management and oversight for 
both firms was similar. In fact, evaluating each 
factor separately, Lehman Brothers appeared to 
have better risk management and oversight than 
Goldman Sachs. Lehman Brothers had a 
separate committee of the board that evaluated 
the risk management of the firm, whereas 
Goldman Sachs did not. Rather, Goldman 
evaluated risk management at the full  board 
level. Evaluating point by point suggests that, on 
paper at least, both firms had all of the 
recommended policies, processes and 
procedures in place to suggest that both firms 
had adequate risk management. On the basis of 
this analysis, Hypothesis 2 was not supported.

It is with respect to Table 3 where the 
analysis diverged. Here, with respect to the 
corporate governance risk factors, the two firms 
exhibited sharply different results. With respect 
to Goldman Sachs, the firm registered only two 
out of the six risk factors. Goldman Sachs had a 
dual Chairman/CEO and also showed a marked 
bias toward the short-term compensation of their 
directors (both risk factors), but on the other 
corporate governance risk factors Goldman 
demonstrated very good governance practices. 

Lehman Brothers, on the other hand, showed 
that it was risk from all six risk factors. Lehman 
had a CEO in dual CEO/Chairman roles; there 
were clear signs of management and board 
entrenchment, and there were also clear 
qualitative signals of ineffective risk 
management by the firm and its board. In 
contrast to Goldman, Lehman Brothers exhibited 
all of the classic sign of weak and/or ineffective 
corporate governance. The results from Table 3 
support Hypothesis 3.   

6. Discussion 

Why did Lehman Brothers fail, and not 
Goldman Sachs? This study does not begin to 
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describe a full  explanation for Lehman’s failure, 
but it does provide some interesting insights. In 
comparison to Goldman Sachs, Lehman Brother 
appeared to have a much weaker corporate 
governance apparatus, and it appears to be 
corporate governance, rather than the firm’s 
balance sheet or stated risk management, that 
may have contributed to its failure. 

Lehman exhibited a number of corporate 
governance risk factors, factors which have been 
demonstrated to have a significant, negative 
impact on risk taking and firm financial 
performance [6]. To begin, Lehman’s CEO, 
Richard Fuld, also served as the firm’s 
Chairman of the Board. Having a CEO in the 
Chairman role has been demonstrated to reduce 
the information flow to the board, restrict the 
range of discussion and discretion for decision 
making, and lower firm financial performance 
[12]. 

There was also evidence that Lehman’s board 
and CEO were firmly entrenched. CEO Fuld 
became the firm’s CEO in 1993, and took over 
as Chairman of the Board in 1994. One member 
of the Lehman Board, Mr. Roger Berlind, had 
been a Lehman Director since 1985. On the 
whole, Lehman’s Board and top management 
were deeply embedded with the company. CEO 
and Board entrenchment has also been 
demonstrated to negatively impact firm 
outcomes [12]. 

Fully 91% of Lehman’s Board of Directors 
was also over the age of 60. One Director, Mr. 
Kaufman, was 80 years of age. When older 
Directors make up a majority of the Board, the 
evidence suggests that this also negatively 
impacts organizational outcomes [6]. 

The remaining results of the Table 3 analysis 
are consistent with this pattern. Short-Term 
compensation of Directors, Non-Independent 
Directors as well as clear signs of ineffective 
risk management by the Board are all negatively 

associated with firm risk taking and firm 
financial performance [5]. These results paint a 
clear portrait of troubled corporate governance 
at Lehman Brothers in the months prior to its 
failure.   

7. Conclusion 

The results of this study did not conform to a 
priori hypotheses and researcher expectations. 
Rather than diverging sharply on all measures, 
the two firms, Goldman Sachs and Lehman 
Brothers, were remarkably similar. Each had 
similar balance sheet and capital structures. Both 
were funded with high risk, short-term 
financing. Both were heavily leveraged, well 
past the normal 20 to1 ratio for typical banking 
establishments. 

The two firms pursued very different 
competitive strategies heading into the global 
financial crisis. Goldman Sachs, detecting 
distress, began to actively reduce their exposure 
to the subprime mortgage markets. 
Simultaneously, they also began to make careful 
and systematic bets (going short) that the 
subprime mortgage market would collapse. 
When subprime did collapse, Goldman profited, 
and offset losses to their remaining mortgage-
backed securities. 

Lehman, on the other hand, “doubled down” 
(got long) the subprime mortgage markets, as 
well as commercial real estate securities. This 
strategy was vetted and approved by Lehman’s 
Board of Directors [11]. Increasing their 
exposure to the subprime mortgage markets 
immediately prior to their collapse contributed 
greatly toward the firm’s demise in September 
of 2008. 

Having a well-developed and comprehensive 
risk management system was not an effective 
insurance against risk for Lehman Brothers. On 
paper, Lehman arguably had better risk 
management processes and procedures in place 
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than Goldman. According to the analysis 
presented in this study, Lehman also had a 
board-level committee on risk, which Goldman 
did not. 

Examination of Lehman’s risk management 
at the qualitative level, however, provides some 
interesting clues regarding the real state of 
affairs at the firm, however. For example, while 
Lehman Brothers had a Chief Risk Officer 
(CRO) in place, he was brand new. The new 
CRO, Christopher O’Meara, began in December 
of 2007. The Chief Financial Officer was 
replaced in December of 2007 as well. Key 
executive positions at the firm had turnover 
immediately prior to the global financial crisis of 
2008. 

The results of this exploratory study suggest 
that effective corporate governance may have 
been a key difference between the two firms. 
While Lehman Brothers may have lacked the 
internal corporate governance that is integral to 
effective risk management, Goldman 
demonstrated the opposite. A culture of risk 
management appeared to be deeply embedded at 
the firm. This culture of risk management 
appeared capable of questioning the decisions of 
even the most senior of management at Goldman 
Sachs. At Lehman, on the other hand, 
questioning senior management appeared to be 
costly for your job prospects. The Board of 
Directors also appeared unable to effectively 
monitor the decisions of senior management. 
This lack of effective oversight may have been 
their undoing. 

From a public policy perspective then, this 
study, like many others in the corporate 
governance field, strongly supports recent 
initiatives to reform the structure and 
functioning of corporate governance in our 
largest and most systemically important firms. 
Efforts, for example, to give term limits and a 
fixed retirement age to entrenched board 

members appears to be both reasonable and 
prudent. The board of directors must be an 
effective overseer of firm management. Having 
an effective board to monitor C-Level 
executives and the ability to intervene in 
corporate matters and, if necessary, override 
them appear to be a critical attribute of effective 
corporate governance. The entrenched board at 
Lehman Brothers was ineffective at monitoring 
Lehman management, intervening in firm 
decision making, and arresting the decline and 
failure of the firm.  
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Table 1.
Goldman Sachs and Lehman Brothers financial analysis

Risk Factor Goldman 
Sachs

Measure

Lehman 
Brothers 
Measure

Industry Average 
SIC 6200

Comments

Current Ratio 0.39 0.12 2.0 Liquidity Risk for both 
firms.

 Liabilities/Shareholder 
Equity 26.2x 29.73x 20.5x Excess Leverage 

beyond typical 20x 
balance sheet.

Balance Sheet Financing$300b LT 
Assets
$380b ST 
Debt

$300b LT 
Assets
$550b ST Debt

N/A Overnight Repo 
financing of Assets.

Return on Assets 1.34% 1.00% 4.1% Low for both firms.

Return on Equity 32.7% 19.00% 5.2% High for both firms.

Price to Book 2.07 1.44 2.6 Low

Price to Earnings 7.57 8.26 43.2 Low

Price to Sales 1.88 0.55 3.06 Low

Average Daily VAR $138 million $91 million N/A No correlation to other 
measures.

Average Daily 
VAR/Shareholder 
Equity

0.32% 0.40% N/A Measure suggests low 
balance sheet risk on a 
daily basis for both 
firms. 
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Table 2.
Goldman Sachs and Lehman Brothers risk oversight

Principle Goldman 
Meets 

Standard?

Lehman 
Meets 

Standard?

Comments

Board of Directors understands 
the risks faced by the firm.

Yes Yes The Board was in the loop at Goldman. 
Recurring questions regarding the 
qualifications of Lehman Board 
members.

Board of Directors oversees the 
risk management process.

Yes Yes Both firms had, on paper, normal 
(industry standard) processes in place. 

Firm makes periodic reports to 
the Board or to a Board 
Committee.

Yes Yes There is evidence of strong vertical 
reporting at Goldman. Board reports at 
Lehman were handled only by top 
management. 

Board is able to determine the 
risk/reward appetite of the firm. 

Yes Yes Both boards closely evaluated their 
firm’s course of action. Lehman’s board 
approved subprime strategy. 

Firm has a Chief Risk Officer 
(CRO).

Yes Yes CRO/CFO overlaps at Goldman. New 
CRO at Lehman Dec. 1, 2007.

There is a High-Level Firm 
committee in charge of risk 
management. 

Yes Yes Both firms had high level firm-wide risk 
committees that monitored risk positions. 

There is a Board committee that 
reviews the risk management of 
the firm. 

No*** Yes While Lehman had a Board level risk 
committee, the full Board evaluated risk 
management at Goldman Sachs. 
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Table 3.
Goldman Sachs and Lehman Brothers corporate governance risk factors

Risk Factor Goldman 
Sachs 
Risk?

Lehman 
Brothers 

Risk?

Comments

CEO Duality Yes*** Yes*** At Goldman, Lloyd Blankfein was 
Chairman and CEO. At Lehman, Richard 
Fuld served in both roles.

Board of Directors and CEO 
Entrenchment.

No Yes*** While no members of the Goldman board 
had served more than 10 years, the 
Lehman board and Chair had mostly 
served 10 years plus.

Older Directors make up a 
majority of the Board. 

No Yes*** Five of nine directors under the age of 60 
at Goldman Sachs. 91% of Lehman 
board over the age of 60. 

Short-Term Compensation for 
Board of Directors.

Yes*** Yes*** Both boards had compensation that was 
heavily weighted toward stock and 
vested stock options. 
 

Non-Independent Directors on 
Board. 

No Yes*** Goldman had 3 top executives and 9 
independent executives on board. All 
directors at Lehman were long serving, 
thus reducing their independence 
(entrenchment).
 

Ineffective Risk Management 
by the Board.

No Yes*** Goldman had a deep  risk management 
culture. The Chair of the board’s risk 
committee at Lehman was 80 years old. 
Lehman committee held only 2 meetings 
in 2007. 
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Abstract

Measuring occupant’s satisfaction as 
a key performance indicator of energy 
initiatives, can assist decision makers and 
managers in developing effective strategies 
to improve the energy performance of the 
country’s housing stock. The purpose of this 
study was to measure occupants satisfaction 
levels with different weatherization 
measures performed via the Weatherization 
Assistance Program (WAP) in Louisiana. 
Occupants of 39 low-income homes that 
participated in the WAP were interviewed to 
document their level of satisfactions with the 
weatherization measures provided to 
permanently reduce their energy bills.  

Once the interview data was compiled, 
descriptive statistical methods were applied 
to determine the overall level of occupants’ 
satisfaction with the WAP as well as 
different weatherization measures 
performed. In addition, non-parametric 
statistic techniques were applied in order to 
investigate significant differences with 
respect to various subfactors of occupant 
satisfaction across the 12 weatherization 
measures on the Louisiana Priority List 
(LPL). Results revealed that occupants were 
overall highly satisfied (Mean=4.24, 
SD=0.98), in a Likert scale of five points, 
with the WAP. In addition, results revealed 

significantly different levels of satisfaction 
with respect to specific weatherization 
measures. For example, those occupants 
whose weatherization measures included: 
attic insulation, side wall insulation, 
installing sunscreens, and providing cooling 
fans were significantly more satisfied than 
those whose weatherization measures did 
not.

1. Introduction

In a transaction, satisfaction can generally 
be defined as the level of customers’ enjoyment 
in their purchasing or service experience [1]. 
Also, Song and Yan [2] defined satisfaction as a 
comprehensive evaluation based on experiences 
relating to a certain product or service. Customer 
satisfaction measurements provide information 
concerning the extent of customer’s satisfaction 
or dissatisfaction with a product or service. 
Generally, the most successful customer 
satisfaction programs are motivated by the 
desire to put clients at the focus of the 
organization providing the product or the 
service. Customer-focused organizations 
consider customer satisfaction measurements as 
a powerful tool in order to continuously improve 
their products and services [3]. By measuring 
customer satisfaction, an organization is able to 
understand the underlying reasons and key 
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sources of satisfaction or dissatisfaction, as a 
result, organizations would be able to correct 
their program [4]. In addition, customer 
satisfaction measurements enable an 
organization to understand the extent to which 
satisfaction with a product or service is 
influenced by factors outside of its control and 
what is really driving customer’s satisfaction 
during a service involvement. Having customer 
satisfaction measurements can help an 
organization understand factors that affect 
satisfaction and which factors are under their 
control [5].

In this context, the term occupant does not 
refer to the common definition of the term 
customer- a person who seeks to optimize his or 
her own interest freely and usually selects 
among several available options of products or 
services. In contrast, occupant in this paper 
refers to low-income homeowners who have 
received weatherization services throughout the 
WAP, funded by the federal government. In the 
public world, according to Dutka [6], service 
satisfaction is a strong driver of citizen trust and 
confidence in public institutions and services. 
Also many public service providers are 
motivated by their desire to help others; having 
clear evidence of satisfying clients can keep 
them motivated.

Usually low-income homeowners are more 
likely to have higher-cost subprime or 
adjustable-rate mortgages. In addition, they are 
more likely to own older, poorly insulated 
homes with less efficient HVAC systems and 
appliances. Finally, their homes are more likely 
to be in the essential need of repair and In order 
to address these issues, policy makers have 
made available many programs to improve 
energy performance of these homes, at no cost to 
the occupants, if qualified, such as the Low-
Income Home Energy Assistance Program 
(LIHEAP) and Weatherization Assistance 
Program (WAP). The American Recovery and 

Reinvestment Act of 2009 (ARRA) increased 
funding for WAP from about $227 million in 
2008 to $5 billion over the next three years [7]. 
This considerable increase in funding, also 
increased the significance of studies related to 
the impact and effectiveness of such energy 
programs. Furthermore, previous literature is 
limited with regard to specific studies exploring 
the relationships between occupant’s 
satisfaction, weatherization measures performed, 
and energy savings. 

The objective of this study was to assess 
occupant’s satisfaction levels and its subfactors 
concerning their experience with the WAP. 
Furthermore, this study aims at identifying the 
most effective weatherization measures 
performed in terms of occupants’ satisfaction. 
This study captured the subjective perceptions of 
the low income occupants whose houses were 
weatherized with respect to the weatherization 
outcome, and education provided on energy 
savings strategies.

2. Low-Income Home Energy Assistance 
Program (LIHEAP)

The Low-Income Home Energy Assistance 
Program (LIHEAP) is a federal-level program 
that supports low-income through initiatives that 
assist families with energy costs. LIHEAP is 
administered by the Department of Health and 
Human Services (HHS). Through this program, 
HHS provides funds to states to assist eligible 
households meet the costs of home energy. 
LIHEAP provides assistance in managing costs 
associated with: home energy bills, energy 
crises, weatherization and energy-related minor 
home repairs. Participants’ requirements for 
LIHEAP are similar to WAP, any household at 
or below the higher of 150% of the federal 
poverty level or 60% of the state median income 
are eligible for LIHEAP assistance [8]. 
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3. Weatherization Assistance Program 
(WAP) 

The Weatherization Assistance Program 
(WAP) is a federal program administered by all 
50 states and the District of Columbia through 
community action agencies, state energy offices, 
local government, and other nonprofit 
organizations to provide weatherization services 
to eligible households [9]. The WAP was 
established in 1976 to increase the energy 
efficiency, reduce the energy expenditures, and 
improve the health and safety of low-income 
households, in particular those households that 
are vulnerable such as families with children, 
persons with disabilities, and the elderly [10]. In 
Louisiana, the WAP is carried out by seventeen 
community action agencies throughout the state. 
This study used the Department of Energy 
(DOE) climate zones to explore the performance 
of the project under two different climates, 
climate zone 2 and 3. Out of the seventeen 
community action agencies, three were 
responsible for the northern parishes in climate 
zone 3; and the remaining fourteen were 
responsible for the southern parishes in climate 
zone 2. The weatherization measures were based 
on the LPL and were performed by local 
licensed and insured contractors, at no cost to 
the occupants. According to the U.S. 
Department of Energy there are 12 items in LPL 
for site-built houses including:

P1: Perform client education, 
P2: Perform basic air sealing, 
P3: Install attic insulation, 
P4: Install dense-pack sidewall insulation,
P5: Install low-water flow package, 
P6: Clean room air conditioner and provide new    
filter, 
P7: Install sunscreens or windows, 
P8: Replace incandescent lamps with compact 
florescent lamps, 
P9: provide a cooling fan, 

P10: Improve clothes dryer operation, 
P11: Apply cool roof reflective coating to metal 
roofs, and 
P12: Consider replacing refrigerator after 
determining its energy use. 

At the time of this study, 1249 houses were 
weatherized across the state of Louisiana. A 
sample of 405 weatherized houses was included 
in this study. The houses had an average square 
footage of 1,441 sqft, an average surface area of 
4,101 sqft and an average volume of 11,888 
cubic feet. The cost of the weatherization 
measures performed on these houses ranged 
from $984 to $12,754 with an average of $5,907. 
This includes both labor and material cost. The 
top three most common priority items 
completed, among the 405 weatherized houses, 
were: 
P1: Perform client education (83%), 
P2: perform basic air sealing (83%), and 
P8: Replace incandescent lamps with compact 
fluorescent lamps (80%). 

4. Approach:

The objective of this study was twofold: 1) 
To assess occupant’s satisfaction levels with 
WAP; and 2) To determine the most effective 
weatherization measure in terms of occupants’ 
satisfaction. In order to address this objective 
out of 405 low-income households which 
participated in the Louisiana WAP, 50 
households were randomly selected and 
interviewed to document their satisfaction with 
the program and weatherization measures 
performed. To ensure a good representation of 
the proportion of houses from each climate zone 
similar to the population, the sample of 50 
houses included 17 houses from Zone 3 and 33 
homes from Zone 2. The sampled houses had an 
average square footage of 1,292 sq ft. Only 39 of 
the 50 homeowners accepted to participate in the 
interview and completed the questionnaire. The 
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questionnaire used in this study was a modified 
version of the S4 occupant survey prepared by 
the Oak Ridge National Laboratory [8]. The 
questionnaire gathered data regarding occupant's 
satisfaction with the WAP, energy education 
provided throughout the WAP, and occupant’s 
thermal comfort levels (e.g. during winter and 
summer). The questionnaire response scale was 
composed of ordinal variables (five levels of the 
Likert scale) and dummy variables (yes or no).  
The adult in the household, most involved with 
the weatherization process or the head of the 
household was interviewed and answered the 
questionnaire. In the questionnaire five main 
occupant’s satisfaction subfactors concerning 
Louisiana WAP, were documented: 

Q1: Satisfaction over work performed during the 
program,

Q2: Satisfaction with new equipment installed 
inside the houses,
Q3: Satisfaction with actual energy saving after 
weatherization, 
Q4: Satisfaction with education provided to 
occupants regarding saving energy, and 
Q5: Satisfaction with education provided to 
occupants regarding health and safety.

The mean as well as the standard 
deviation were calculated to show the level of 
satisfaction among the occupants for each 
subfactor. In addition, the satisfaction of the 
occupant regarding indoor thermal comfort after 
implementing the required weatherization 
measures were used as an indirect measurement 
of occupant’ satisfaction with the program. In 
general, providing indoor comfort is one of the 
objectives of any shelter- a house. If occupants 
find themselves uncomfortable with the 
temperature, they will seek ways to restore their 
comfort [11] [12]. Consequently, this would 
decrease satisfaction levels of the occupant with 

the weatherization measures performed 
throughout the WAP. 
     In the second part of the study, non-
parametric statistical analysis was performed to 
determine whether there was a significant 
difference between satisfaction levels of 
occupants with different weatherization 
measures across three subfactors (Q1, Q2, and 
Q3). 

5. Results and Discussion

5.1.  Occupants Satisfaction

Descriptive analysis was performed to 
determine level of occupants’ satisfaction with 
different aspects of the WAP. Table 1 displays 
the summery of the results. In general, results 
show that occupants are highly satisfied with 
Louisiana WAP, mean value for the overall 
occupants’ satisfaction with WAP was 4.24. 
Moreover, the level of occupants’ satisfaction 
for each subfactor of satisfaction was calculated 
separately and the results showed that occupants 
are most satisfied with the overall work 
performance done by the WAP agencies 
(Mean=4.44; SD=0.79) and the new equipment 
installed during the program (Mean=4.44; 
SD=0.99). However, occupants were less 
satisfied with the energy education provided 
during the program (Mean=3.92; SD=1.26). 
Since more than half of the occupants (64%) did 
not respond to the last question asking their level 
of satisfaction with the education provided by 
the WAP agencies concerning health and safety, 
this subfactor was not included in calculation of 
overall satisfaction of the occupants with WAP 
program. Figure 1 demonstrates the percentage 
level of occupants’ satisfaction in each 
subfactor. 
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Table 1: subfactors of occupant satisfaction 
during the WAP

Occupant 
Satisfaction 
Subfactors

N Mean STD 
Deviation Min Max

Q1 38 4.44 0.79 2 5
Q2 38 4.44 0.97 1 5
Q3 38 4.15 1.02 2 5
Q4 38 3.92 1.26 1 5
Q5 14 4.71 0.82 2 5

Overall 
satisfaction 38 4.24 0.98 2.75 5
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Figure 1: Level of Occupants’ Satisfaction 
(OS) with WAP

 

5.1.1. Detailed information for each 
subfactor: 

38 of the 39 homeowners reported their level of 
satisfaction with regard to their thermal comfort 
during the summer and winter after the 
implementation of the weatherization measures. 
79% (31) of homeowners selected the response 
of “comfortable”, while only 5% (2) selected the 
response of “very cold”. Figure 2 illustrates the 
percentages for each possible response for this 
question. In general, less than a quarter of the 
occupants felt that the temperature of their home 
during the summer and winter was not 
comfortable after the weatherization repairs. The 
majority of the occupants were comfortable with 
the indoor temperature for both summer (77%) 
and winter (79%). 38 occupants reported their 

satisfaction with the work performance by the 
WAP agencies. Most of the respondents (59%) 
stated that they were “very satisfied” with the 
work performed on the home.  Regarding 
occupants’ satisfaction with the new equipment 
installed in their houses, only 34 occupants 
responded this question. The majority (67%) 
responded that they were very satisfied with the 
new equipment installed in the home. 37 
occupants reported their satisfaction with the 
energy saving achieved after the WAP. Almost 
half of the homeowners (46%) responded that 
they were “very satisfied” with the resulting 
energy savings. With respect to occupants’ 
satisfaction with information about saving 
energy provided by WAP agents during the 
process 10 of the 39 respondents did not provide 
a response to this question. However, over 70% 
of the respondents selected either “very 
satisfied” (41%) or “satisfied” (31%) as their 
response. Regarding occupants’ satisfaction with 
information about improving health and safety 
provided by WAP agencies, over half of the 
homeowners did not provide a response to this 
question. However, of those 14 homeowners 
who did respond, 78% (11 respondents) selected 
“very satisfied” as their response, 14% (2 
respondents) selected “satisfied,” and only 7% 
(1 respondent) selected “dissatisfied. Figure 3 
shows the percentages of occupants’’ 
satisfaction in each of these five subfactors (Q1, 
Q2, Q3, Q4, Q5). 

Figure 2: Thermal comfort of the occupants 
after WAP
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Figure 3: Level of occupants’ satisfaction 
subfactors concerning WAP in detail

5.2.  LPL weatherization measures effect on 
subfactors of  Satisfaction

In order to evaluate the importance and 
effect of each weatherization measure on the 
dimensions of occupants’ satisfaction levels, the 
level of satisfaction of those occupants who have 
received a particular weatherization measure 
was compared to those who have not received 
that particular measure. First, a Kolmogorov-
Smirnov normality test was conducted to check 
the distribution of the data of satisfaction of 
occupants with the work performance by WAP 
agencies (Q1), new equipment installed (Q2), 
and satisfaction with overall energy savings 
(Q3) and resulted in a p-value=0. Since the data 
was not normally distributed, non-parametric 
statistical techniques were applied. Wilcoxon 
Rank Sum Test was then performed to compare 

two groups of occupants who have received the 
services of a particular weatherization measures 
and those who have not. Table 2 summarizes the 
results of the test. Among the five subfactors of 
satisfaction, three subfactors were selected and 
the Wilcoxon Rank Sum test was performed 
across the 12 weatherization measures. The three 
subfactors that resulted significantly different 
were satisfaction with the work performance 
(Q1), satisfaction with the new equipment 
installed (Q2), and satisfaction with the energy 
saving (Q3). For Q1 the significant 
weatherization measure were dense pack side 
wall insulation (P4) (p-value=0.09), installing 
the sunscreens (P7) (p-value=0.07) and 
providing a cooling fan (P9) (p-value=0.06). 
Dense pack side wall insulation is installed 
through holes that are made on the exterior walls 
of the house. Once the insulation is thoroughly 
applied, plugs are inserted in the injection holes 
and sealed. The sunscreen installation was done 
by using either small clams or screws to secure 
the screens to existing window sill. The last 
significant item regarding Q1 is providing a 
cooling fan, one circulating or ventilating fan 
was distributed to occupants with an education 
piece about how to use the fan to reduce air 
conditioner operation and improve comfort. 
Therefore, occupants that received 
weatherization measures including P4, P7, or P9 
were generally more satisfied with Q1 than those 
who did not. For Q2 the most significant items 
were P4 (Dense pack side wall insulation) and 
P9 (Providing cooling fan) (p-value=0.08 and 
0.06) but not P7. For Q3 attic insulation (P3) 
was the only highly significant item (P 
value=0.02). Attic insulation is another key 
WAP priority list weatherization measure and at 
the same time very important to increase the 
comfort and energy efficiency of the home. 
Attics with insulation levels at or below R-19 
were insulated. The average satisfaction of those 
occupants who received attic insulation during 
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the program was 4.53; whereas the other group 
occupants who did not received this 
weatherization measure mean was 3.42.

Table 2: Occupants satisfaction comparison 
based on completing each weatherization 

measure

Subfactors Q1 Q2 Q3

  Priority P-value P-value P-value

P3 0.2341 0.3714 0.0233**   
P4 0.0900* 0.0816* 0.2959

P7 0.0720* 0.1871 0.2501

P9 0.0664* 0.0685* 0.1495

** Significant at α =0.05, * significant at α = 0.1

6. Conclusion 

The aim of this study was to determine the 
level of occupants’ satisfaction with WAP and 
identify the most significant weatherization 
measures in terms of occupants’ satisfaction 
with WAP subfactors.  Based on the results of 
descriptive statistics, occupants are highly 
satisfied with Louisiana WAP, mean value for 
the overall occupants’ satisfaction with WAP is 
4.24. Among 5 subfactors of occupants’ 
satisfaction, satisfaction of the occupants with  
work performance of WAP agencies (Q1) along 
with new equipment installed inside the houses 
(Q2) were the highest (4.44) and satisfaction of 
the occupants with education provided by WAP 
agencies during the program was the lowest 
(3.92). Concerning significance of 
weatherization measures from the LPL with 
respect to occupants’ satisfaction subfactors, out 
of 12 weatherization measures available on the 
LPL list, results of non-parametric tests revealed 
installing attic insulation, installing dense pack 
side wall, installing sunscreen and providing 
cooling fan as the most significant items 
affecting occupants’ satisfaction.
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Abstract

Empirical studies concerning the impact of 
quality objectives on the performance of 
ISO 9001certified organizations have not yet 
emerged. Regression analyses were utilized to 
analyze data received from 143 surveys. The 
research question and its hypotheses were 
examined. The effect of implementing quality 
objectives on organizations certified to 
ISO 9001/AS9100 was determined, mainly, the 
impact on customer satisfaction. Empirical results 
indicate that implementing quality objectives 
indeed has an impact. Strategic objectives, quality 
objectives, time, communication and review of 
quality objectives, training, and organization size 
tended to affect organizational outcome in terms 
of customer satisfaction. Further research needs to 
address concerns such as generalizability, 
collection of objective data, longitudinal data, 
targeted studies, and financial performance.

1. Introduction

The International Organization for 
Standardization (ISO) was formed in October 
1946 when delegates from 25 countries met at the 
Institute of Civil Engineers in London and 
decided to create a new international organization. 
The object of the organization would be “to 
facilitate the international coordination and 
unification of industrial standards” [1]. ISO, 
which was a union of the International Federation 
of National Standardizing Associations (ISA), 
established in New York in 1926, and the United 

Nations Standards Coordinating Committee, 
established in 1944, officially began operating on 
February 23, 1947 [1]. Today, ISO is a network of 
the national standards institutes of 157 countries, 
with one member from each country. The 
organization is the world’s largest developer and 
publisher of International Standards.

  The ISO organization only develops 
standards for which the market shows a need. The 
standards are created by technical committees 
comprised of experts from their respective 
industrial, technical, and business sectors. ISO has 
released more than 17,000 International Standards 
that benefit the world. By adopting international 
standards, businesses can create and provide 
products and services that enjoy broad acceptance 
and the opportunity to compete and penetrate 
international markets [1]. Since ISO is a non-
governmental organization and the standards are 
voluntary, ISO has no legal authority to enforce 
the implementation of its standards. The 
organization does not regulate or legislate. 
However, ISO standards may be adopted by 
countries as regulations or as a reference in 
legislation [1].

The ISO 9001 Quality management systems—
Requirements standard page 4 states, “top 
management shall ensure that quality objectives, 
including those needed to meet requirements for 
product, are established at relevant functions and 
levels within the organization, the quality 
objectives shall be measurable and consistent with 
the quality policy” [2]. In addition, the Quality 
management systems—Fundamentals and 
vocabulary standard asserts that quality objectives 
are created to provide direction for the 
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organization. Quality objectives facilitate framing 
the results and help determine the resources 
(human, infrastructure, and capital) to achieve the 
desired outcome [3]. The quality objectives need 
to be consistent with the quality policy established 
by top management and used as a framework for 
establishing, implementing, and reviewing the 
quality objectives.

The ISO 9001 standard requires organizations 
to establish objectives at relevant functions. 
However, the standard does not dictate where 
organizations need to establish those objectives 
and has left the door open to each organization to 
define relevancy. In order to meet the 
requirement, numerous organizations establish 
quality objectives that are non-value added, do not 
contribute to their bottom line, do not institute a 
foundation to assess the organization’s vital signs, 
and do not provide any focus to drive continual 
improvement. Certifying bodies cannot dictate at 
what relevant functions certified organizations 
need to establish their quality objectives. Neither 
the International Organization for Standardization 
(ISO) nor the ISO 9001 standard have addressed 
that shortfall. In addition, solid empirically based 
conclusions concerning the impact of quality 
objectives on the performance of organizations 
certified to ISO 9001 have not yet emerged.

This research analyzes the question – “Does 
the implementation of quality objectives 
positively impact customer satisfaction of 
ISO 9001/AS9100 certified organizations?” The 
study is limited to manufacturing organizations 
within the United States of America certified to 
ISO 9001 and AS9100, the aerospace standard 
derived from ISO 9001. Although the study 
explores the impact of implementation of quality 
objectives on the performance of 
ISO 9001/AS9100 certified organizations, it may 
encounter certain limitations; organizations may 
have established quality objectives with the sole 
purpose of attaining ISO 9001/AS9100 
certification, with no regard to monitoring and 
trending indicators related to improving quality, 
delivery, and financial performance, increasing 
customer satisfaction, and driving continual 
improvement. The research study selects a 
random sample of organizations certified to 
ISO 9001/AS9100 serving the aerospace industry. 

The size of the organization and type of activities, 
the complexity of processes and their interactions, 
the intricacy of products and services, and the 
competence of personnel may impact the 
formality and thoroughness of the quality 
objectives. Sizeable organizations may possess the 
resources to assign personnel dedicated to 
collecting and analyzing data and monitoring 
trends, while smaller organizations may be 
circumscribed where resources are shared, or, in 
most cases, stretched too thin. Other delimitation 
may be that organizations serving the aerospace 
industry may be influenced by aerospace primes 
such as Boeing, Airbus, Lockheed Martin, Rolls 
Royce, Northrop Grumman, General Electric, and 
others to monitor their performance, with regards 
to quality, delivery, and customer satisfaction, if 
the primes are part of their customer base. In 
addition, these organizations generally provide 
their suppliers with scorecards and resources that 
address quality and delivery, which may or may 
not require them to establish quality objectives 
related to customer satisfaction.

The results of this study may be used as a 
framework to assist ISO 9001/AS9100 certified 
organizations in defining relevant functions that 
may impact their established quality management 
systems. 

The establishment and implementation of 
value-added quality objectives do not only impact 
organizations certified to ISO 9001/AS9100, but 
those certified to uphold other international 
standards as well. Although the most common 
quality standard used around the world and in the 
United States of America is ISO 9001, it is the 
basis for other quality standards implemented by 
organizations from different industries and 
sectors. Other quality standards based on 
ISO 9001 include AS 9100 (for the aerospace 
industry), TL 9000 (for the telecommunication 
industry), and TS 16949 (for the automotive 
industry). These standards include all ISO 9001 
requirements, including those for quality 
objectives. In addition to ISO 9001 requirements, 
each standard includes requirements specific to 
the industry to which it pertains. Since this study 
focused on manufacturing organizations certified 
to ISO 9001/AS9100, scholars could replicate it to 
test diverse hypotheses or use it as a stepping 
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stone to evaluate the impact of quality objectives 
in specific industries, such as automotive or 
telecommunication. 

2. Research Methodology

Empirically based conclusions concerning the 
impact of quality objectives on the performance of 
organizations certified to an ISO 9001-based 
quality standard have not yet emerged. This 
research study contributes to the empirical 
research literature of quality objectives and assists 
top management and quality management 
consultants in establishing quality objectives that 
will drive value and continual improvement 
within ISO 9001 certified organizations.

 A quantitative research design was used to 
examine the relationships among various factors 
associated with the implementation of quality 
objectives and performance of ISO 9001/AS9100 
certified organizations. One measure of 
performance examined is presented here: 
customer satisfaction. Participants included 
volunteer management representatives of 
ISO 9001/AS9100 certified organizations. These 
individuals completed a questionnaire designed 
specifically for this study. An ex post facto 
research design was used to explore a possible 
relationship among variables that had already 
occurred and that could not be manipulated by the 
researchers [4], in this case, the implementation of 
quality objectives and performance of 
ISO 9001/AS9100 certified organizations. This 
type of causal-comparative research design 
investigated possible cause-and-effect 
relationships by observing existing conditions 
(implemented quality objectives) and searching 
through data to be established for plausible causal 
factors [5], although firm causal conclusions 
cannot be made regarding an ex post facto study. 
Based on the review of the literature and 
interaction with industry experts, a questionnaire 
was developed with several considerations in 
mind, such as addressing the research question, 
testing the hypothesis, and eliminating unwanted 
bias. To collect required data for subsequent 
analysis, closed-ended questionnaire items were 
developed.

  

The first section of the survey contained items 
that assess the background characteristics of the 
participants’ organizations and optional requests 
for information such as company name, address, 
location, and contact information for the 
participant in cases the participant desires to 
receive a copy of the results from this study. The 
next items requested information on the main 
industry of the organization (aerospace, 
automotive, commercial, defense, service, or 
other), and the approximate number of employees 
(1 to 50, 51 to 100, 101 to 250, 251 to 500, 501 to 
800, 801 to 1000, or greater than 1000). The 
remainder of the survey consisted of the questions 
pertaining to the customer satisfaction dependent 
variable. The dependent variable was the 
percentage improvement, with the remaining 
variables serving as independent variables in each 
analysis.

 The population of interest in the study 
consisted of management representatives from 
manufacturing organizations certified to ISO 9001 
and AS9100 (the aerospace standard). Appointed 
by top management, the management 
representative is typically a member of the 
organization’s management who, irrespective of 
other responsibilities, had  responsibility and 
authority that includes: (a) ensuring that processes 
needed for the quality management system are 
established, implemented and maintained, 
(b) reporting to top management on the 
performance of the quality management system 
and any need for improvement, and (c) ensuring 
the promotion of awareness of customer 
requirements throughout the organization [2]. In 
addition, the management representative may 
liaise with external parties on matters relating to 
the organization’s quality management system. 
The sample for this study was selected from the 
Online Aerospace Supplier Information System 
(OASIS) maintained by the International 
Aerospace Quality Group (IAQG). The IAQG is a 
cooperative global organization of companies 
offering aviation and space products and services 
and land- and sea-based systems for defense 
applications. IAQG’s mission is to put into 
practice initiatives that provide improvements in 
quality and reductions in cost throughout the 
value stream by establishing and maintaining 
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cooperation between international aerospace 
companies [6]. The IAQG ensures that OASIS is 
one of the most complete and up-to-date databases 
since it includes data for more than 11860 
organizations certified to ISO 9001/AS9100 
around the globe and more than 5695 
organizations certified to ISO 9001/AS9100 in the 
United States of America.

 The primary inferential technique used in the 
study was multiple regression analysis. Multiple 
regression analysis was selected for this study 
because each analysis consisted of a single 
dependent variable and multiple independent 
variables. In multiple regression analysis, the 
effects of multiple independent variables on the 
dependent variable were examined, with each 
effect being independent of the effects of all other 
independent variables included in the model [7]. 
This allowed for an examination of the unique 
effect of each independent variable on the 
dependent variable. The independent variables 
were a mixture of dichotomous and continuous 
scales, making multiple regression analysis the 
most appropriate statistical technique. 

A power analysis was conducted using the 
G*Power computer program to determine the 
required sample size for this study. G*Power was 
created by the Institute for Experimental 
Psychology in Dusseldorf, Germany. It covers 
statistical power analyses for many different 
statistical tests and offers a wide variety of 
calculations along with graphics and protocol 
statement outputs [8]. Two-tailed tests, an alpha 
level of .05, medium effect sizes, and desired 
power of 80% was specified in the power 
analysis. The regression analyses to be performed 
contain between 9 and 11 independent variables. 
With these specifications, G*Power indicated that 
with 9 independent variables, 114 participants 
would be required to achieve power of 80%. With 
11 independent variables, 123 participants would 
be required to achieve power of 80%. Therefore, 
the minimum required sample size for this study 
was set at 123 participants. 

This research was exploratory since it was 
mainly concerned with investigating the impact of 
quality objectives on ISO 9001/AS9100 certified 
organizations in the United States of America. 
This study used data collected at a single point in 

time to assess the impact of quality objectives on 
ISO 9001/AS9100 certified organizations. The 
research had intended to select a random sample 
of organizations from the OASIS database. 
However, since some of the organizations listed in 
the OASIS database did not publish direct contact 
information, the research was required to use a 
systematic random sampling with classification, 
where a random sample was selected from the 
organizations that listed direct contact 
information. Of the approximately 
5,695 organizations listed in the OASIS database, 
the data collection began with the selection of 
369 manufacturing organizations. This number 
was selected anticipating that a 33% response rate 
would produce the required 123 participants. 
Since the initial selection did not result in the 
minimum of 123 participants, an additional set of 
organizations was selected and invited to 
participate in this study.

 The research study instrument, a 
questionnaire, was used to collect the data. The 
questionnaire was designed as the basis for 
primary data collection. Given that the 
questionnaire used in this study has not been used 
in past research, the development and validation 
of the study instrument required formative and 
summative reviews to establish reliability and 
internal and external validity. A pilot study was 
conducted to validate the instrument. The piloting 
was carried out by e-mailing the members of the 
formative committee (university professors) and 
summative committee (industry experts) an 
electronic link to the survey. The committees' 
members had one week to respond to the survey 
to review the instrument and provide their 
feedback, which was incorporated into the final 
design of the questionnaire.

The survey questionnaire was created and 
administered electronically using SurveyMonkey, 
a leading provider of web-based survey solutions. 
It was assumed that this method would ensure the 
highest possible response rate because 
respondents could easily and efficiently address 
the survey questions. The electronic survey tool 
was the optimal means to reach a large and 
dispersed population. SurveyMonkey was chosen 
because of its reputation, simplicity, user-
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friendliness, customer support, privacy, and 
security. 

The collected data was analyzed to answer the 
research question and test the hypothesis using 
SPSS. Prior to testing the hypothesis, descriptive 
statistics were computed for the customer 
satisfaction variable of the survey. This consisted 
of frequencies and percentages for the categorical 
variables and ranges, means, and standard 
deviations for the continuous variable. Inferential 
analyses were conducted using multiple 
regression analyses. This allowed for examining 
and testing the relationships among the 
implementation of quality objectives related to 
customer satisfaction, and to assess the impact on 
ISO 9001/AS9100 certified organizations. The 
null hypothesis was tested at the .05 level of 
significance.

3. Results and Findings

The questionnaire was e-mailed to a total of 
1,655 management representatives of 
manufacturing companies certified to ISO 9001 
and AS9100 based on contact information posted 
on the OASIS database. Ninety-seven (97) emails 
were rejected, leaving the total of delivered e-
mails at 1,558. A total of 145 respondents 
completed the questionnaire, for a 9.3% response 
rate. Of the 145 responses, two respondents 
started the first section of the survey but did not 
proceed to respond to the required survey 
questions. This resulted in a disqualification of 
their surveys, which left a total of acceptable 
surveys at 143.

  Tables 1 and 2 present a summary of the 
survey results. Table 1 illustrates the descriptive 
statistics for the survey items related to customer 
satisfaction. Most of the participants (69.2%) 
indicated that their organization had implemented 
quality objectives related to customer satisfaction, 
and the remainder of the results in Table 1 
includes only these participants. E-mailed surveys 
(43.4%) and electronic surveys (18.2%) 
constituted the most common ways of assessing 
customer satisfaction. Annual averages (31.3%) 
and monthly averages (26.3%) were the most 
common methods of assessing customer 
satisfaction quality objectives. Customer 

satisfaction quality objectives had been in place 
for an average of 42.94 months (SD = 33.68 
months), and had improved customer satisfaction 
by an average of 25.44% (SD = 29.51%). 

Since only 88 respondents stated that their 
organizations established customer satisfaction as 
a quality objective, the data from the 
88 participants was included in the regression 
analysis for this research question, with results 
shown in Table 2. Overall, the R2 value was .27, 
indicating that 27% of the variance in customer 
satisfaction was explained in this sample, with an 
adjusted R2 of .12. However, this regression 
model was not statistically significant: 
F(15, 72) = 1.76, p = .058. Nevertheless, three of 
the control variables were statistically significant 
in this model. Specifically, higher increases in 
customer satisfaction were associated with larger 
organizations (β = .30, p = .015), the use of 
training to communicate quality objectives to 
employees (β = .30, p = .010), and more frequent 
communication of quality objectives to employees 
(β = .046, p = .046). However, at the .05 level of 
significance, none of the predictor variables were 
statistically significant, indicating that the null 
hypothesis [No relationship exists between the 
implementation of quality objectives and the 
increase in customer satisfaction of ISO 
9001/AS9100 certified organizations] was not 
rejected. 

4. Summary

The research question was to determine if the 
implementation of quality objectives positively 
impacts customer satisfaction of 
ISO 9001/AS9100 certified organizations. The 
null hypothesis related to this research question 
was: “No relationship exists between the 
implementation of quality objectives and the 
increase in customer satisfaction of 
ISO 9001/AS9100 certified organizations”. The 
regression model for this hypothesis was not 
statistically significant. Furthermore, none of the 
predictor variables were statistically significant, 
indicating that this null hypothesis was not 
rejected: no relationship exists between the 
implementation of quality objectives and the 
increase in customer satisfaction. Although the 
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null hypothesis was not rejected, some 
significance was observed regarding the control 
variables. 

Three of the control variables were statistically 
significant in this model: (a) higher increases in 
customer satisfaction were associated with larger 
organizations, (b) the use of training to 
communicate quality objectives to employees, and 
(c) more frequent communication of quality 
objectives to employees. The use of training and 
frequent communication of the quality objectives 
resulted in an increase of employee involvement 
in the quality initiatives and continual 
improvement, which led to increased customer 
satisfaction. Lin and Jang pointed out that 
employee involvement is essential, because it 
helps employees to internalize the need for 
continuous improvement, which attitude affects 
operational performance [9]. Hua, Chin, Sun, and 
Xu noticed that organizations suffered when 
employees did not fully understand the quality 
tools and techniques and were not involved in 
quality strategy planning and assessment [10]. 
Involvement of employees was critical to ensuring 
product quality and customer satisfaction. When 
management did not provide enough on-the-job 
training in quality management, Hua et al. 
observed that the lack of involvement impacted 
the quality of manufactured products and impeded 
competition. Employee involvement had a 
positive effect on total quality management 
(TQM) results. Organizations that encouraged 
employees to become engaged in quality 
management practices obtained better quality 
management results than those that did not 
encourage involvement [10]. 

This study suggested that quality objectives 
have an impact on the performance of 
ISO 9001/AS9100 certified organizations, albeit 
not in a direct way, the size of the organization, 
and employee involvement through training and 
communication within the organization regarding 
such objectives play a role in customer 
satisfaction. This was demonstrated through the 
results generated by the multiple regression 
analyses performed to answer the research 
question and hypothesis. Future research study 
may consider using other analytical techniques to 

assess the significance of the attribute survey data. 
The descriptive statistical results will encourage 
organizations to consider implementing quality 
objectives in areas that they may not have 
considered prior to this study. 
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Table 1. Descriptive Statistics for Customer Satisfaction Variables (N = 143)

Frequency Percentage

Organization has implemented a quality objective related to customer satisfaction

Yes 99 69.2
No 44 30.8

Method of measuring customer satisfaction (n = 99)

Electronic surveys 18 18.2
E-mailed surveys 43 43.4
Faxed surveys 3 3.0
Phone surveys 9 9.1
Other 25 25.3
Missing 1 1.0

Method used to measure customer satisfaction quality objective (n = 99)

Weekly average 1 1.0
Monthly average 26 26.3
Quarterly average 18 18.2
Semi-annual average 10 10.1
Annual average 31 31.3
Weekly rolling average 0 0.0
Monthly rolling average 4 4.0
Quarterly rolling average 0 0.0
Semi-annual rolling average 2 2.0
Annual rolling average 6 6.1
Missing 1 1.0

M SD

Number of months since customer satisfaction quality objective was implemented
 (n = 97)

42.94 33.68

Percentage improvement in customer satisfaction (n = 88) 25.44 29.51
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Table 2. Results of Multiple Regression Analysis with Customer Satisfaction as the Dependent 
Variable (N =88)

Variable B SEB β t p

Constant -47.09 38.21 -1.23 .222

Control Variables

Industry 10.26 7.38 .15 1.39 .169
Number of employees 5.65 2.26 .30 2.50 .015
Management involvement in quality objectives1 19.23 30.89 .07 .62 .536
Quality and strategic objectives linked 15.80 9.72 .18 1.63 .108
Quality objectives review frequency 1.11 2.84 .05 .39 .697
Use of graphs and charts -3.84 7.92 -.06 -.48 .629
Use of meetings 2.36 7.58 .03 .31 .756
Use of newsletters -16.92 10.92 -.17 -1.55 .126
Use of training 18.42 6.96 .30 2.65 .010
Frequency of quality objectives communication 5.55 2.74 .25 2.03 .046

Predictor Variables

Measured through electronic or e-mail surveys 9.90 8.12 .16 1.22 .227
Measured through phone surveys .22 12.82 .00 .02 .986
Time since quality objective implementation .06 .09 .07 .68 .501
Method of objective measurement -.30 11.27 .00 -.03 .979
Frequency of objective measurement -2.43 2.47 -.11 -.98 .328

Notes. R2 = .27, Adjusted R2 = .12, F(15, 72) = 1.76, p = .058. 
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 Abstract 

In a Job-shop Scheduling Problem (JSP), the 
number of combinations increases as the 
numbers of jobs and machines increase. The 
exact method requires so much computation 
time that it is difficult to obtain an optimal 
solution within a realistic computation time, 
although simple search shows difficulty in 
reaching a good solution (semi-optimal 
solution). The JSP considering tardiness treated 
in this paper is a more complex problem to 
which the concept of due date and tardiness 
penalties is introduced. Accordingly, no 
conclusive method exists to resolve this problem 
from either aspect of computation time or the 
optimality of a solution. This paper presents a 
proposal of an approximate method to a JSP 
considering tardiness based on the breadth-first 
search branch and bound method with 
dispatching rules and the Lagrangian relaxation 
method introduced aiming at obtaining a good 
solution in a short time. Furthermore, the 
validity of the proposed method is verified 
through comparison with results obtained using 
a conventional method by numerical simulation 
using benchmark problems of 10-machine 10-
job problems and 15-machine 15-job problems.

1. Introduction 

The number of combinations increases in a 
job-shop scheduling problem (JSP) as the 
numbers of jobs and machines increase. It is 
unrealistic to obtain an optimum solution using 
the exact method, but simple search shows 
difficulty in reaching a good solution.

This study addresses the JSP considering 
tardiness, which is a more complex problem to 
which the concept of due date and tardiness 
penalties is introduced.

Among studies of this problem, Singer et al. 
[1] proposed a solution method based on the 
branch and bound method, but their proposed 
method is limited to problems as large as a 10-
machine 10-job problem. Asano et al. [2] 
proposed a solution method based on tree search 
to obtain a good solution in a short time even for 
a large-scale problem, and conducted numerical 
simulation using benchmark problems [3]. Their 
proposed method provides short computation 
time, but it has poor solution accuracy.

In addition, Essafi et al. [4] proposed a 
method to resolve similar benchmark problems 
using a genetic algorithm. Their proposed 
method yielded excellent results compared with 
those reported Asano et al. [2], but required 
more computation time. Moreover, there are 





The Journal of Management and Engineering Integration Vol. 6, No. 1
Summer 
2013

116

Furthermore, a node cut (LR cut) can be 
executed as well as a DR cut using the LR 
method at the generation of DR solution, in 
which the due date of jobs with no tardiness 
(constraint violation) is relaxed, although that of 
jobs with tardiness is managed strictly. The 
proposed method adopts the subgradient 
method, which is a procedure that updates a 
Lagrange multiplier from its initial value using a 
systematic method.

3.2. DR Cut

Figure 1 shows a search tree generated by 
DR cut to JSP considering tardiness. L() in the 
figure denotes a provisional lower bound value 
to each node and DR() represents a DR solution 
value obtained when a feasible solution is 
generated using a DR during solution search of 
the BB method, and predicts the final lower 
bound value of the node.

In this example, when a node reaches level 2 
(nodes 3–6), the final lower bound value of the 
node is predicted by DR, and DR cut of beam 
width = 1 is conducted simultaneously. In Figure 
1, DR(3) = 120, DR(4) = 70, DR(5) = 80, and DR(6) 
= 140 are obtained respectively as nodes 3–6. 
Because nodes to be chosen are those of beam 
width = 1 only among these four nodes, node 4 
was chosen with a minimum DR solution value, 
whereas the other nodes undergo node cut (DR 
cut). Thereby limited operation to stop branch 
operation is activated: actual provisional lower 
bound values L(3) = 0, L(5) = 10, and L(6) = 20 are 
smaller than the initial upper bound value (100), 
so that limited operation does not work and 
branch operation is continued in the usual BB 
method, while applying DR cut enables limited 
operation at a low level to nodes with low 
probability of solution improvement. In addition, 
leaving only node 4 selected by beam width = 1, 
which implies leaving only a node with high 
probability of solution improvement, can 

suppress useless node generation, and can 
improve its calculation effectiveness.

43
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Figure 1. Example of a search tree produced by 
DR cut

3.3. LR Cut

Figure 2 presents an example of a search tree 
generated by LR cut. LR_L() in the figure 
represents a provisional lower bound value in a 
Lagrangian space to each node. Lagrangian 
relaxation is conducted to feasible solutions 
generated by DR at their generation. Thereby the 
tardiness (constraint violation) of each job is 
comprehended and relaxed to a proper due date. 
A limited operation of LR cut can be performed 
to nodes which committed constraint violation 
on a Lagrangian space using this due date after 
Lagrangian relaxation.

In the example in the figure, when DR 
solutions are generated at nodes 3–6, then 
LR_L(7) = 60 and LR_L(8) = 110 are obtained 
respectively at nodes 7 and 8 by Lagrangian 
relaxation in succession (LR_L() in the figure is a 
value after Lagrangian relaxation of a DR 
solution generated at node 6). In this case, 
because the initial upper bound value (100) is 
exceeded at node 8, further branch operation to 
this node has low probability of updating an 
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upper bound value. Therefore this node might be 
cut off at this step (LR cut).

A difference arises between an actual lower 
bound value L() and a lower bound value in a 
Lagrangian space LR_L() because of the property 
of each node, "a state where a job to be 
scheduled preferentially is not scheduled 
preferentially", and the difference is enhanced to 
a degree not to be treated preferentially is 
extended: in the example shown in the figure, 
node 8 is in a state where a job to which priority 
is given is not admitted priority compared with 
node 7. This very property enables us to execute 
LR cut by judging not to engender solution 
improvement, when LR_L(8) = 110 that is greater 
than the initial upper bound value (100) at node 
8.

Consequently, LR cut suppresses useless 
node generation to improve calculation 
effectiveness similarly to DR cut.
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It is gone to 
search by LR cut.

Figure 2. Example of a search tree produced 
by LR cut

3.4. Algorithm of Proposed Method

The algorithm of the proposed method is 
described below.
[Step 0]   Initialization

Let Lagrange multiplier λi
0 = 0, and 

the number of iteration k = 0.
[Step 1]  Setting of an initial upper bound value 

by DR
[Step 2]  Generation of an initial solution using 

the BB method
An initial solution is generated based 
on the contention resolution method.

[Step.3] Unsearched nodes are chosen by 
breadth-first search.

[Step 4]   End decision
If a provisional lower bound value in 
the Lagrangian space of all the 
unsearched nodes is not less than the 
upper bound value, then processing is 
terminated: or else go to [Step 5].

[Step 5]   Node cut level judgment
If the nodes selected in [Step 3] is 
divisible at the node cut level, then go 
to (A)–(G) to perform DR cut: or else, 
go to [Step 6] to continue branch 
operation.

(A) Search for predicted lower bound to 
an object node
The following procedures (B)–(F) are 
repeated and a predicted lower bound 
value is searched.

(B)   Generation of DR solution, updating of 
upper bound
If a generated DR solution is smaller 
than the upper bound value, then the 
upper bound is updated.

(C)    Calculation of subgradient γi
k:

        0,min maxii
k
i CD            (5)

Where i is the job number, Di is the 
due date of job i, and Ci max is the total 
processing finish time of job i.

(D)    Calculation of step size α:

       kba 


1
                          (6)
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Where a and b are step size 
parameters and arbitrary constants, a 
> 0 and b > 0.

(E)    Updating of Lagrange multiplier λi
k:

      
k
i

k
ik

i
k
i 


 1

                      (7)
(F)    Lagrangian relaxation of due date Di:

       max
1

ii
k
iii CDDD          (8)

Then, let k = k + 1.
If the predicted lower bound search of 
the object node is not completed, then 
return to (B); or else go to (G).

(G)    DR solution node cut (DR cut)
Leave the smallest nodes up to the 
beam width and execute node cut for 
the rest, then return to [Step 3].

[Step 6] Contention judgment and schedule 
decision
If jobs cause contention at the nodes 
selected by [Step. 3], then generate a 
node according to the contention 
resolution method. If no contention 
occurs, then process to promote the 
schedule.

[Step 7]   Updating of upper bound value
If a lower bound value is smaller than 
the upper bound value when a feasible 
solution is generated by [Step. 6], then 
update the upper bound value. Then, 
return to [Step.3].

3.5. DR Rule for Proposed Method

The LA-SLACK rule [11][12] is adopted as a 
DR rule in the proposed method, which 
facilitates obtainment of a high-precision 
solution for a static scheduling problem with the 
mean tardiness criterion. This rule assigns 
priority to a job that minimizes the sum of 
margin to the machining time and due date of 
each job (slack) when multiple jobs cause 
contention.

Equation (9) is used to determine the slack of 
job i.

iii RTTDS                                (9)
Therein, Si denotes the slack of job i, T is the 

current time, and RTi denotes the remaining 
machining time of job i.

Because Lagrangian relaxation is performed 
for due dates in the proposed method, the slack 
of jobs that caused contention is practically 
obtained by Eq. (10) using due date Di’  after 
Lagrangian relaxation computed by Eq. (8):

RTTDS ii                              (10)
The proposed method further executes 

Lagrangian relaxation also of machining time. 
Let the machining time required for work j of 
job i be pij. Then the machining time of each job 
after Lagrangian relaxation pij ’ is determined 
using Eq. (11).

 ij
k
iijij ppp  

                         (11)
Consequently, in the proposed method, the 

LA-SLACK value of job i that caused 
contention (LSi) is computed using Eq. (12), and 
priority is assigned to the minimum job 
therefrom, as

iiji SpLS 
.                                 (12)

3.6. Characteristics of the Proposed Method

The feature of the proposed method is that 
the DR solution judgment in [Step 5] in the 
algorithm of Section 3.4 is conducted with the 
node level (class) of the object node. Figure 3 
shows a search tree when breadth-first search is 
performed.

Breadth-first search advances search to the 
transverse direction at each node extending all 
nodes, as shown with broken lines in Fig. 3. 
After extension of all the nodes is completed on 
one level, processing moves to the following 
level. Extension similarly advances until a 
solution is reached. This procedure is, however, 
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not different from exhaustive search, and is not a 
realistic solution search.

Therefore the proposed method improves the 
effectiveness of the solution search with the 
following procedure: when a node reaches a 
node cut level, a solution is generated with DR 
to all the unsearched nodes with the node cut 
level, the final lower bound value of each node 
is predicted, then only nodes promising for the 
solution improvement for a beam width are left 
therefrom, and node cut of the rest is executed. 
Regarding a node cut level, DR cut is performed 
when the level of an object node reaches a level 
that is divisible at a node cut level (an initial 
node is set at level 0 in this paper). For instance, 
when a node cut level is set to "3", branch 
operation is performed one by one by breadth 
first search, a predicted lower bound value is 
searched to all the nodes with the same property 
whenever branch operation is to be conducted to 
a node with a level that is divisible by 3, and 
nodes for the beam width are chosen and the rest 
undergoes node cut. Consequently, this is 
described as a feature of the proposed method.

Level  3
(Feasible Solution )

1

32 4
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12 13
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16 17
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Figure 3. Search tree for breadth-first search

4. Numerical Experiment

Comparison was conducted with the 
benchmark problems of 10-machine 10-job 
problems ABZ5, ABZ6, LA16–LA24, and 15-
machine 15-job problems LA36–LA40 [3] to 
verify the validity of the proposed method. In 
fact, LA21–LA24, originally 10-machine 15-job 

problems, were processed as 10-machine 10-job 
problems with five jobs excluded. The due date 
penalties and due date setting of each job used in 
the conventional method were used. Due date 
penalty Wi set to each job i is given as W1 = W2 = 
4, Wi = 2; (i = 3, 4, ..., 8), W9 = W10 = 1, W11 = 4, 
W12 = W13 = W14 = 2, and W15 = 1, and the due 
date of each job Di is set up as follows.

 NiptD
M

i
iji ,...,1

1

 
               (13)

Therein, N and M respectively stand for the 
number of jobs and machines; t is a due date 
coefficient that controls "tightness of due date", 
which can be set respectively to t = 1.5 and 1.6. 
The experiment was executed on a PC with Core 
i7 - Q720 (1.60 GHz).

4.1. Parameter Setting

Let the step size parameters a = 10 and b = 
10 for determining step size  in the subgradient 
method, node cut level be 5, beam width 
parameter be 10, and numerical simulation was 
conducted. These parameters were determined 
based on the result of the preliminary 
experiment.

4.2. Comparison of Proposed Method and 
Conventional Method

Table 1 presents the result of the proposed 
method and conventional methods [2][4].

Tables 1(a) and 1(b) respectively show 
results as due date coefficients t = 1.5 and 1.6. 
The "optimum value" in the table represents an 
optimum value for each problem. It is implied 
that no optimum value has been calculated to 
problems with "-" yet. The best value shown is 
obtained using the proposed method and the 
conventional method, and an optimum value was 
reached for problems with "*".  The CPU time 
(s) is computation time in the proposed method.
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Comparison between the proposed method 
and the conventional method [2] reveals that the 
former yielded equivalent or better results 
compared with those of the latter for 30 of 32 
questions. Notable difference was apparent 
especially for LA36–LA40, such that a solution 
of higher accuracy was obtained than the latter. 
In addition, although the conventional method 
[2] consumes less CPU time, it provides less 
solution accuracy than the proposed method 
does.

Comparison between the proposed method 
and the conventional method [4] indicates that 
the latter has yielded the optimum solution at all 
problems, but spends several tens of seconds up 
to several minutes of CPU time, whereas the 
former can reach a solution in much shorter 
time, in spite of providing slightly less solution 
accuracy than the latter.

Consequently, as described above, the 
proposed method is proved to yield a solution of 
high accuracy in practical computation time.

Table 1. Comparison of the proposed method 
and conventional method

(a) For due date coefficient t = 1.5

Conventional
Method[2]

Conventional
Method[4]

Best Best Best CPU Time (sec)

ABZ5 69 736 * 163 0.18

ABZ6 0 * * * 0.01

LA16 166 * * 200 0.20

LA17 260 573 * 340 0.18

LA18 34 255 * 125 0.15

LA19 21 494 * 61 0.15

LA20 0 1246 * 14 0.18

LA21 0 77 * 16 0.17

LA22 196 537 * 296 0.15

LA23 2 466 * 44 0.17

LA24 82 465 * 194 0.20

LA36 - 2928 1069 1.34

LA37 0 2761 996 1.24

LA38 - 2236 928 1.15

LA39 - 966 429 1.18

LA40 - 684 776 1.17

Problem

t = 1.5

Optimum
Proposed Method

(b) For due date coefficient delivery t = 1.6

Conventional
Method[2]

Conventional
Method[4]

Best Best Best CPU Time (sec)

ABZ5 0 * * * 0.04

ABZ6 0 * * * 0.00

LA16 0 20 * 14 0.21

LA17 65 129 * 105 0.21

LA18 0 35 * * 0.04

LA19 0 * * * 0.01

LA20 0 89 * * 0.09

LA21 0 * * * 0.00

LA22 0 260 * 12 0.21

LA23 0 96 * * 0.04

LA24 0 124 * * 0.10

LA36 - 1038 339 1.42

LA37 0 448 208 1.09

LA38 0 404 232 1.26

LA39 0 * * 0.23

LA40 0 92 * 0.56

Problem

t = 1.6

Optimum
Proposed Method

5. Conclusions

This paper presents a proposal of an 
approximate method based on the breadth-first 
search BB method with DR and the LR method 
introduced to a JSP considering tardiness, and 
presents a comparison between the proposed 
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method and the conventional method by 
numerical simulation using the benchmark of 
10-machine 10-job problems and 15-machine 
15-job problems. Results show that the proposed 
method is an effective method that can yield a 
solution with high accuracy within practical 
computation time.

Our future subjects include creation of 
unprecedented DR rules to perform accurate 
prediction at the step of predicted lower bound 
search, which reduces computation time while 
improving the solution accuracy. Additionally, it 
is necessary to treat a JSP to minimize the total 
holding cost of completed production and 
production in-processing to verify the validity of 
application to more realistic problems.
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 Abstract 

 This paper presents the results of a course 
project for a new course offered by the 
Electronic System Engineering Technology 
(eSET) program at Texas A&M University. The 
new course being offered is Six Sigma and 
Applied Statistics (ENTC 329). Two student 
teams in ENTC 329 chose to work on the Krisys 
Robot, a product being commercialized by a 
group of student workers, to improve the profit 
margin. The Six Sigma teams identified three 
areas for improvement: parts cost, technical 
support, and order processing. By following the 
DMAIC process, the student teams successfully 
completed their Six Sigma projects. The cost for 
the parts was significantly reduced by choosing 
multiple vendors and lower cost parts. 
Recommendations were made to provide users 
with sufficient technical support through 
YouTube videos and detailed documentation. 
This real-world project helped student in ENTC 
329 understand how Six Sigma can be used to 
improve the bottom line of a business. It also 
significantly helped the student team that is 
working on the commercialization of the Krisys 
Robot. 

1. Introduction 
Six Sigma is a structured, disciplined, data-

driven methodology with its focus on improving 
business performance [2,13,23,26]. Its 
effectiveness in industrial applications is well-
documented [35]. It has become a methodology 
that is widely accepted in industry. To better 
prepare the students for real-world tasks, it is 

beneficial for engineering students to have some 
knowledge in Six Sigma. 

There has been increasing interest in both 
research and application of the Six Sigma 
methodology [22,32]. One can find successful 
implementations of the Six Sigma methodology 
in the steel industry [29], financial services [18], 
the service sector [24], health care [34], 
engineering design [12,19], chemical process 
[10], software design [21], and several other 
areas [22]. Originated in the United States, Six 
Sigma is now being accepted internationally in 
areas including the Netherlands [34], India 
[21,29], Taiwan [36], and the Middle East [12]. 
Details on the history of Six Sigma and success 
stories of its implementation can be found in 
literature such as [16,22,32].

Many educators realize the importance and 
benefits of teaching the process of product 
quality improvement using Six Sigma 
methodology [14,27]. Examples of such work 
include a “Total Quality Management Using Six 
Sigma Technique” course developed for students 
in the Masters of Engineering program at 
University of Nebraska-Lincoln by Jones [16].  
Ho et al. [14] attempted to study the feasibility 
of applying the Six Sigma framework in higher 
education. They used an example of an 
operational amplifier circuit to illustrate how to 
infuse Six Sigma into their electrical engineering 
curriculum. Furterer [11] realized the importance 
of Six Sigma for Engineering Technology 
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students and offered a course in this subject to 
undergraduate ET students at the University of 
Central Florida based on her prior experience in 
teaching a similar course for Industrial 
Engineering students [7].

Due to the importance and popularity of Six 
Sigma, eSET program at Texas A&M began to 
offer a new course: Six Sigma and Applied 
Statistics (ENTC 329). As is in many 
universities, Six Sigma is offered by Industrial 
Engineering and Manufacturing Engineering 
programs. While students from eSET can take 
these courses as technical electives, they seldom 
select these courses. By offering the new course 
for eSET students, the instructor was able to 
tailor the course to the special needs of eSET 
students. Considering the hands-on learning 
style of eSET students, laboratory curriculum 
was designed using materials related to design 
and analysis of electronic circuits. The 
completion of a Six Sigma course project is 
required for the course.

Product development process is another hot 
topic in engineering programs. There are many 
efforts made in introducing the product 
development process to students [6,8,9,31,33]. 
Early exposure to product development process 
and tools is shown to be effective for getting 
used to the product development process 
[1,4,37]. Knowledge in product development is 
also essential for entrepreneurship, which is a 
major interest area for engineering technology 
students [1,4,28]. During the product 
development cycle, it is often desirable to reduce 
the variation of a particular performance 
measure. Six Sigma fits perfectly into the 
product development process. Typically, 
engineering students in different majors have a 
chance to work on some real-world projects 
during their senior year in capstone design 
courses. But before students get a chance to 
work on their real-world projects, some of the 

students would have made the decision to 
transfer out of engineering school. Based on the 
feedback from industry, even students who 
finished their engineering degree need more 
experience with real-world product development 
experience. Therefore, an effort was made for 
the course project in ENTC 329 to be related to 
product development. Since ENTC 329 is taken 
by sophomores and juniors, the real-world 
experience involving product development can 
improve the retention rate.

2. The Krisys Robot project
High impact educational practices were first 

introduced by Kuh [20]. The subject has since 
been discussed by many researchers [3,17,25]. 
High-impact learning practices can take many 
forms, including first-year seminars, learning 
communities, common intellectual experience, 
service-learning, undergraduate research, 
internships, projects, study abroad, and capstone 
experiences. The main theme is experiential 
learning: “What I hear, I forget; what I see, I 
remember; what I do, I understand.” [20] The 
instructors can make the students more involved 
in the learning process if they can bring real-
world problems into the classrooms. High-
impact learning practices can provide intensive 
learning for students, improve learning 
motivation, retention, postgraduate attainment, 
and help students reap economic, civic, and 
personal benefits from their educational 
experience. Many high impact learning activities 
involve hands-on experience [30]. In addition to 
the learning, high impact educational practices 
can help students build substantive relationships 
with teammates and sponsors and provide 
opportunities for students to reflect on the 
person they are becoming. Students can also get 
rich feedback from various sources.

While high impact educational practices have 
been proven to be beneficial in many aspects, 
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there are challenges to implement the practices 
that work best for a specific student body. 
Finding the resources to support the 
implementation of high impact educational 
practices is one of such challenges. 

As a part of the effort to enhance the 
educational experience for undergraduate 
students at Texas A&M, the Department of 
Engineering Technology & Industrial 
Distribution (ETID) established a Product 
Innovation and Development (PID) initiative. 
The support ETID received from the university 
provided the seed fund that is needed to start the 
implementation effort. However, long term 
support is the main challenge to be tackled.

The mission of the PID initiative is to 
provide a high impact learning environment for 
students to develop skills and interests in 
product innovation inspired by market needs. 
The goal is to educate TAMU students capable 
of leading successful product and service 
innovations. Small scale projects sponsored by 
PID involve undergraduate students in 
developing commercial products. These students 
are exposed to the entire product development 
cycle from concept formation, market analysis, 
design, manufacturing, to sales and customer 
support.

Krisys Robot Kit is one of such projects 
sponsored by PID. Krisys Robot, as illustrated in 
Fig. 1, was designed by a faculty member in the 
eSET program. It has been used in a course 
project as a tool to learn digital electronics. In 
the Fall Semester of 2012, an effort was made 
by PID to commercialize the Krisys Robot. 

The intended customers were students and 
science and engineering teachers in high 
schools. The objective of the commercialization 
effort is to create an opportunity for students to 
learn product development process. In general, a 
PID project requires some initial investment; 
however, in the long run it is expected to be self-

sustainable. The income should cover the part 
cost, shipping cost, and the wages for the student 
workers. If there is a balance, the fund will be 
spent to support other PID projects. The overall 
balance for all PID project must be zero, which 
is a requirement for a non-profit organization 
such as Texas A&M.

Figure 1. A Krisys robot

3. The Six Sigma course project 
The Six Sigma process consists of five 

stages: Define, Measure, Analyze, Improve, and 
Control (DMAIC) [35]. The Project Charter, 
including the purpose, scope, and goals of the 
project, is created in the Define stage. The 
process being studied is also identified in this 
stage. In the Measure stage, a data collection 
plan is created and the assessment of the 
measurement system is conducted. Process, data, 
and potential root causes are analyzed in the 
Analyze stage. Solutions for process 
improvement are then proposed, analyzed, tested 
and implemented in the Improve stage. The 
results are validated and the improved process is 
standardized and monitored in the Control stage. 
The DMAIC process provides a systematic 
approach for solving problems and improving 
the quality of products.  

Two teams of student in the Six Sigma and 
Applied Statistics course chose to work on a 
project to increase the profit margin of the 
Krisys product by reducing the cost [5,15]. The 
teams consisted of four and five students 
respectively. They worked on their Six Sigma 
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projects following the DMAIC process. The 
teams conducted weekly meeting and submitted 
meeting minutes to the instructor of the course.
Define

In the Define stage, the students first 
established the project charter. The charter was 
approved by the course instructor.

Project Charter: Two teams of eSET 
students, consisting of four and five students 
respectively, were tasked to improve the current 
process of the Krisys Robot kit operation. The 
teams chose to focus on cost reduction. The 
business case of the project was that reducing 
the cost would improve the profit margin. The 
duration of the project was seven weeks. The 
goal was to reduce the cost of parts by 10%. The 
deliverable of the project was the cost reduction 
recommendation.

The team met with the three students 
working on the PID Krisys Robot project and 
gathered information on the current process. The 
SIPOC and process map were created as 
illustrated in Figs. 2 and 3[5,15]. The SIPOC 
analysis helped the teams understand who the 
stakeholders were and the interaction of the 
process with others. While the team tried to 
reduce the costs, it was required that the 
performance of the Krisys Robot and customer 
support should not be lowered. The process map 
helped the teams to better understand how the 
current process worked and allowed the teams to 
identify opportunities for improvement.

After reaching a good understanding on the 
current process, the teams worked on the Critical 
to Quality to identify the critical tasks they 
needed to carry out to improve the profit margin. 
As illustrated in Fig. 4[15], six areas were 
identified as critical to quality: optimization of 
the PCB design, finding the lower cost parts, 
simplifying the kit creation process, effective 
marketing, improving customer support, and 
finding a lower cost carrier. Thus, the teams 

focused on these areas to look for improvement 
opportunities.
Measure

After the Define stage, the teams moved on 
to the Measure stage. They took the information 
they gathered to establish the current per kit 
cost, which became the baseline they would 
compared to. They also conducted cost analysis 
for shipping and labor including costs for order 
process and customer support.

The first thing the teams studied was the cost 
of electronic parts such as resistors, capacitors, 
diodes, MOSFETs, a voltage regulator, and a 
microcontroller. Other parts cost included two 
motors and a printed circuit board. Initial 
estimation showed that these consisted of the 
majority of the parts cost. There was a better 
chance of reducing significant amount of costs 
in this area. The teams acquired a parts list from 
the PID Krisys Robot team and began to collect 
data. To save shipping and handling costs and 
for convenience reasons, the PID Krisys Robot 
team used Mouser as the sole vendor for 
electronic parts. Using the parts numbers, the 
two Six Sigma teams found the total parts cost 
per kit for the Krisys Robot. This was the 
baseline the team would be working with. The 
shipping cost was provided by the PID Krisys 
Robot team. The labor cost was calculated by 
the Six Sigma teams based on the estimation 
provided by the PID Krisys Robot team that it 
took 30 minutes to put together a Krisys Robot 
kit and 5-10 minutes for another person to check 
the kit. Customer support varied greatly 
depending on how much help the customer 
needed. A decision was made that the teams 
should focus on the cost reduction for parts. The 
10% reduction goal would be based on the 
baseline part cost calculation. This removed the 
uncertainty about the costs related to customer 
support. While the labor and shipping costs 
would still be considered, the focus would be on 
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the parts cost analysis. The metric was chosen to 
be the per kit cost of the electronic parts.
Analyze

The teams studied the information they had 
gathered to create a Cause-and-Effect Diagram, 
as illustrated in Fig. 5 [5], to ensure that all 
aspects of the cost were considered. The teams 
used the affinity diagram to complete the Cause-
and-Effect diagram.

Since the Krisys Robot was originally 
designed for a course project with small volume; 
convenience and low shipping cost were the 
main considerations by the designer. Since the 
goal of the PID project was to commercialize the 
product with expected sales over five hundred 
every year, the shipping cost per kit became 
negligible (lower than 2 cents). As a result, it 
made sense to go to different electronic part 
vendors to select the parts with lowest prices. In 
addition to the original vendor, Mouser, the 
teams looked at parts from Digikey and Applied 
Electronics. Five representative parts are shown 
in Fig. 6 [15]. It can be seen that the unit prices 
for part 80-C322C104K1R at Mouser, Digikey, 
and Allied Electronics are $0.10, $0.41, and 
$0.204 respectively. This part is used seven 
times on the PCB. By ordering the part from 
Mouser compared to Digikey, savings of $2.17 
would be achieved. Similarly, by ordering 80-
C330C334K5R and 299-100-RC from Allied 
Electronics compared to Mouser, savings of 
$1.35 would be achieved. Going through the 
entire list of electronic parts, a significant 
amount of savings could be made.

The teams also looked at the design of the 
Krisys circuit and found that some parts were 
over-designed. For example, a capacitor had a 
voltage rating of 100 V, while the entire board 
had no voltage higher than 12 V. This provided 
another opportunity for selecting parts that could 
work as well as the current parts but might have 
lower prices.

While the focus was on the cost reduction, 
the team also looked at other areas, including 
cost for customer support and Krisys kit 
assembly time. Students and professors had to 
travel to high schools to provide customer 
support for the first few sales. This increased the 
total cost and might not be feasible if the travel 
was long distance or during the semesters. The 
ordering process was analyzed; parts were not 
organized nor clearly labeled. It took the student 
workers a long time to put together a part kit, 
particularly so for new student workers. 
Recommendations were made to reduce the 
labor cost and to reduce opportunities for 
misplacing parts.

Improve
Based on their findings from the Analyze 

stage, the teams decided to select parts from 
Mouser, Digikey, and Allied Electronics with 
the lowest prices. Different parts were also 
considered as long as they met the performance 
requirements such as voltage rating. The parts 
with the lowest cost from the three different 
companies were selected. When ordering 
hundreds and thousands of kits, the shipping 
cost is negligible ($15/1000 = 1.5 cent per kit). 
The total part cost was reduced by 20%.

To lower the costs related to customer 
support, the teams recommended the use of 
website to host instructional materials such as 
YouTube videos and printable step-by-step 
instructions. Online ordering system was also 
recommended to reduce the time for ordering. 

To reduce the assembly time, the teams 
recommended organizing parts into bins, pre-
grouping parts by type, providing training for 
new student workers, and not labeling every part 
in the Krisys Kit. The last recommendation was 
based on the reasoning that this would save time 
for the student workers and provide more 
learning opportunities for the high school 
students. For example, the high school students 
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would learn to use the color coding system for 
resistors to find out the resistance values.
Control

The control plan included customer feedback 
on the website, monitoring cost and profit data, 
monitoring the kit completion time, quarterly 
price monitoring, and continual investigation 
into new parts distributors. The teams also 
suggested next Six Sigma project subject: 
Increasing the sales of Krisys Robot.

4. Conclusions and discussions
Based on the CTQ analysis, the teams 

identified the following six areas for potential 
improvement of profit margin for Krisys Robot: 
Optimization of design; Finding low cost parts; 
Simplifying the kit creation process; Effective 
marketing; Improvement of customer support; 
and Finding a lower cost carrier. Due to the 
limitation on project duration and students’ 
knowledge, the teams decided to focus on three 
areas for improvement: parts cost, technical 
support, and order processing.  

By following the DMAIC process, the 
student teams successfully completed their Six 
Sigma projects in seven weeks. The part cost 
was reduced by 20% by choosing multiple 
vendors and lower cost parts. The ordering 
process was analyzed and recommendations 

were made to reduce the labor cost and to reduce 
the opportunity for misplacing parts. Other 
recommendations were also made to improve 
the labor and customer support costs through 
YouTube videos and detailed documentation. 
An option for supplying the customers with 
spare parts could also increase the customer 
satisfaction while making extra profit. The goal 
of the project was achieved; this real-world 
project helped students in ENTC 329 to 
understand how Six Sigma could be used to 
improve the bottom line of a business. The 
recommendations made by the two teams benefit 
the business of the PID Krisys Robot project. 
The course project was a win-win for all 
students involved. 

Through the Six Sigma projects, the Krisys 
Robot project made significant contributions in 
creating a high impact learning environment at 
Texas A&M. The success of the Krisys Robot 
project is being used as a model for other PID 
projects and ETID curriculum enhancement. 
More PID projects are expected to be created.

Future work includes Six Sigma projects for 
increasing sales and customer satisfaction, 
multi-disciplinary high impact learning projects, 
and making this project as an example for ENTC 
329.
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Supply Inputs Process Outputs Customers

Electronic Part 
supplier

Parts cost, Data 
sheet

Kits High Schools
Students/teachers

Motor supplier Motors cost, Data 
sheet

Revenue ETID

PCB supplier PCB cost, Data 
sheet

Fill orders, 
provide support

Student Workers 
Cost

Mail carrier Shipping cost Kit cost

TAMU IT Website hosting Support Docs

ETID faculty Customer 
Feedback

Revised Design

Customer Special 
Request

Figure 2. SIPOC Chart

Figure 3. The Krisys process

Figure 4. Critical to Quality
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Figure 5. Cause-and-effect diagram

Part Number Qty per Kit Mouser PPP Mouser Cost per Kit Digikey PPP Digikey Cost per Kit Allied PPP Allied Cost per Kit
80-C322C104K1R 7 $0.10 $0.70 $0.41 $2.87 $0.204 $1.428
80-C330C334K5R 2 $0.83 $1.66 $0.83 $1.66 $0.197 $0.394
299-100-RC 1 $0.10 $0.10 Unavailable $0.10 $0.015 $0.015
598-SK100M050ST 1 $0.14 $0.14 $0.21 $0.21 $0.133 $0.133
538-90120-0132 3 $1.77 $5.31 $1.35 $4.05 $0.685 $2.055

Figure 6. Cost analysis for parts
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 Abstract 

Sustainable and green building is an 
emerging development in the design and 
construction industry. This paper summarizes 
various renewable energy projects were 
implemented by industrial technology, 
construction management, design and 
development, and electronics major students. 
The common goal of all the projects was to 
create an environment of self-sufficient and 
energy-efficient green building design among 
the community and students. These projects 
were demonstrated and used at the national 
conferences, independent school districts in TX, 
and local community gatherings. All the project 
works have been accomplished by the students 
starting with design work, design audit, 
implementation, testing, and demonstration 
under the supervision of faculty and local 
business support.

1. Introduction 
As a result of greenhouse effects and the 

global energy crisis, discovering sources of 
clean, renewable energy and developing daily 
life applications have become critical tasks. 
According to the U.S. Department of Energy 
(DOE), renewable energy consumption was 
6.260 quadrillion BTUs in 2004 and was 
increased to 7.301 quadrillion BTUs by 2008 in 
the U.S. [1]. In 2008, the electricity generation 

and flow of renewable energy was 3.88 
quadrillion BTUs among all other conventional 
electricity generation resources. There is a 
considerable amount of increase of renewable 
energy sources between 1949 and 2008 
according to the Department of Energy statistics. 
The total amount of renewable energy was 
increased from 2974 Trillion BTUs (1949) to 
7316 Trillion BTUs [2]. 

Alternative energy sources such as wind, 
solar, geothermal, and thermoelectric play an 
important role in the future of our nation. Office 
of Energy Efficiency and Renewable Energy 
(EERE) of the DOE focuses on the range of 
renewable energy sources by partnering with 
other government entities and the private sectors 
for providing better leverage to the federal 
investment in research, development, and 
deployment of new technologies [3]. 

In other parts of the world, governments are 
proactively engaged in alternative energy 
systems due to the increased use of fossil fuels. 
Renewable energy resources can be utilized in 
forms of radiant solar, wind, hydropower, 
biomass, geothermal, mechanical, and other 
potential sources. These energy sources provide 
many advantages to solving a majority of our 
energy problems. Some European governments 
offer incentives to solve environmental problems 
by reducing the use of conventional fossil fuel 
that causes greenhouse gases, and encourage 

mailto:fxy001@shsu.edu
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harnessing alternative energy with appropriate 
technology [4]. These radical approaches to 
entice people to use renewable energy sources 
offer hope to the developing countries that are 
economically disadvantaged by high energy 
costs. 

There are several institutions such as the 
University of Virginia [5], Stanford University 
[6], the University of Minnesota Morris [7], 
Cornell University [8], the University of Illinois 
at Urbana-Champaign [9], are examples of 
among many institutions that are involved in 
undergraduate renewable energy research 
activities to promote green and sustainable 
building design.

Sam Houston State University (SHSU) is 
creating an undergraduate research program to 
extend the awareness of green energy design to 
the community. For this purpose SHSU faculty 
and students have been offering hands-on 
trainings to K-12 education system, college 
students and local community to explain 
importance of green building and energy 
conservation.

In order to offer these activities several 
renewable energy projects have been 
implemented by the students, faculty, and local 
business. The work explained in this paper are 
only projects developed by students through 
taking independent study courses. There are 
more projects students were involved in four 
classes are being taught on campus. These 
courses are Alternative Energy Technology, 
Alternative Energy Technology for Agriculture, 
Rainwater Collection, Energy Harvesting from 
Renewable Energy Sources, and Renewable 
Energy Systems.

2. Problem Statement

Self-sufficient and energy efficient green 
building practices are noble examples of such 

new building trends which became important 
points of design and construction projects 
nowadays. In this transition, architectural 
designers (interior and structural) and 
construction contractors are in the process of 
extending their abilities beyond traditional 
project delivery methods. Major construction 
contractors and architectural firms sustain 
substantial experience and expertise in 
construction management at risk delivery 
method. This type of delivery places 
responsibility and emphasis on building design 
and pre-construction. This emphasis puts 
contractors and designers in an important 
process in green building projects. In order to 
keep up energy conservation and conversion 
needs, green building architectural firms 
required skilled professionals who are familiar 
with green building and renewable energy 
systems. This way put the designer to work in 
non-sequential way to consider energy use in the 
design and construction work. To educate 
current and future workforce in green energy 
fields, student should be offered green and 
alternative energy projects and activities. 
Educators should consider how to effectively 
expose students to emerging green energy 
technologies, while engaging them in the 
integrative design and implementation processes 
specific to alternative green energy technologies. 
There are academic programs already offering 
these types of curricula to educate our future 
workforce by putting more emphasis on clean 
alternative energy projects integrated with 
traditional technologies.      

3. Implementing of Energy Sources
3.1 Energy Harvesting Methods

Researchers have performed extensive 
studies in alternative energy sources which 
could provide small amounts of electricity to 
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in directed study courses in both summer and 
fall’09 semesters. This is an on-going project to 
upgrade the training units with new technology 
to cover more energy systems in the classroom. 
There are 10 units built so far and being used in 
workshops and lab experiments for energy 
classes. The pictures of the units used in several 
events are shown in Figure 1. 

Figure 1. Training units

4.2. Solar Thermal Systems

Solar thermal heating systems are a supplement 
to traditional heating systems and can 
dramatically reduce heating costs of homes and 
businesses. Six undergraduate and graduate 
students built both solar space heating and solar 
water heating portable training units (called 
mini-labs) as part of their independent study 
classes in the Industrial Technology Program. 
Both units are portable and can be tested in 
different locations and conditions and are being 
used in lab sections of renewable energy classes. 
Students involved in these projects learn to 
distinguish between photovoltaic (solar electric) 
and solar thermal and understand the uses of 
both; have knowledge of how to identify a 
proper site for a solar thermal system, and have 
resources to explore local installation options. 
Both portable units are used for lab sections of 
the energy classes and the educational 
workshops that are offered to K-12 students and 
teachers at various school systems.

Both the solar air and water heating systems 
were implemented and tested by different groups 

of students. The goals of the course for the 
students included: a) learning the viability of 
solar air and water heating technology, b) 
determining the applicability of the systems, c) 
investigating the efficiency of both systems in 
different locations and angles, and d) studying 
how these systems vary in different seasons. In 
order to provide mobility for the two projects, 
wheeled carts were designed using a computer 
design and drafting software tool. After the 
design of the complete system (with real 
dimensions), was approved by the instructor, the 
wheeled carts were built to test both systems in 
different locations and at different months of the 
year. 

4.3. Air Heating

Solar air heating systems are a supplement to 
regular heating systems and can dramatically 
reduce heating costs. Air in a the building is 
circulated through a collector on the exterior 
wall where it can gain up to 30 degrees before 
being vented back into the room. A 1500G 
glazed secondary air heater (passive device 
resembling a large door) was mounted on a 
mobile triangular shape wood structure built by 
students. A DC powered fan with a thermostat 
was used to circulate the air for measurement 
and test purposes. The air circulation and quality 
of warm air were tested at different times and 
locations during the day and under different 
weather conditions. Figure 2 shows pictures of 
the solar air collector that was installed on 
storage shed and the triangular portable structure 
with balance of the components. 

The purpose of this project was to create a 
solar air heater for the purpose of teaching 
students about solar space heating systems. Solar 
air heating systems are supplemental heating 
systems that work in conjunction with, but 
independently of, the main heating system. The 
more hot air produced by the solar air heater, the 
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less the primary heating system has to work and, 
therefore, the less fuel consumers have to 
purchase. Solar air heating systems are different 
from most traditional heating systems in that the 
heating fuel is entirely free. With a solar air 
heating system, the initial (and only) investment 
is the air heater and the installation cost. 

For this project the student groups were 
given a solar space heater and assigned the task 
to build a supportive stand that could be adjusted 
to different angles for test purposes. Students 
were allowed one semester to complete the 
assigned task. In the final design of the 
supportive stand, the arms and legs were built to 
raise the air heater to 45 degrees angle. Mounts 
were attached in order for the air heater to be 
adjusted to different angles. One of the 
important things that students had to accomplish 
was to make sure that it was easy to move. This 
was achieved by putting casters on each leg of 
the stand. The wood structure was adjustable in 
order to allow the air heater to lie flat. This 
design made it easy to store the unit when not 
being used.

Figure 2. Solar thermal air heating system

4.4. Water Heating

Students involved in this project learned to 
distinguish the difference between solar electric 
and solar thermal, to have an understanding of 
the uses of both, to have a good understanding 
of how to identify a proper site for a solar 
thermal system, and to have resources to explore 

local installation options. Initially, a wheeled 
cart was designed using a computer design 
software tool. All major components were 
shown in the design. After the instructor 
approved the design of the complete system 
(with dimensions), a wheeled cart was built to 
test the solar heater system in different locations. 
The components of the solar water heating 
system including the detailed diagram are shown 
in Figure 3. 

In this project, students were provided a 
detailed diagram of the system in order to study 
the components and connections. The students 
became familiar with the components of the 
water heating system in the classroom before 
beginning work on the projects in the laboratory. 
Using the provided diagrams and manuals, 
students investigated and built two heating 
systems that will be used to teach students in 
future labs. There were some sections, the piping 
and electrical connections, that were completely 
connected only one time. 

Industrial technology students successfully 
accomplished two different projects with faculty 
advisement by taking independent study and 
renewable energy courses. During this project, 
students learned how a solar air and water heater 
transforms solar energy into heat. Students also 
understood that through convection, warm air 
naturally moves up. This requires installation of 
a one-way fan to move the warm air down 
making the warm air travel out slower and to 
have more time to heat up by conduction from 
the solar radiance. The instructor received 
positive feedback from the students about the 
projects they completed, especially the content 
of the renewable energy classes. There are many 
students interested and who want to become 
involved in such projects and eager to learn how 
those technologies work. Due to budget 
considerations, it is not possible to purchase all 
the necessary equipment to involve students in 
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the projects. However, students have talked to 
local companies to get major discounts on the 
tools and equipment they need. Some students 
are beginning to take independent studies and 
bring their own tools and minor equipment to 
start projects in which they are interested.

Figure 3. Solar thermal water heating system

4.5. Skylight

Tubular Skylights are energy efficient high 
performance lighting systems that are cylindrical 
in shape and are designed to light rooms with 
natural sunlight. A small clear collector dome on 
the roof allows sunlight to enter into a highly 
reflective "light pipe" that extends from the roof 
level to the ceiling level. The light pipe is coated 
with a silver mirror quality finish that allows the 
full spectrum of sunlight to be channeled and 
dispersed evenly into a room through the means 
of a diffuser located in the ceiling. This project 
involved installation of four units, 13” tubular 
prismatic diffuser type skylights on the roof of 
storage shed. Students learned to identify a best 
location on the roof to install skylights for 
efficient use and increase illumination in the 
dark places in the house or building. They 
determined the length of light pipe for 
installation. For the purpose of skylight 
installation, students also designed and 
constructed a small storage shed for 
implementation and demonstration of renewable 
energy projects. This small building also serves 
as a power house for the current 2kW hybrid 
photovoltaic and wind power generation system, 
in addition to being used for experimental 

studies such as passive solar air heating system. 
This storage shed serves to cover lab sections of 
the alternative energy related classes, projects on 
campus, and workshops for high school science 
teachers and students. In Figure 4, a skylight 
installed on a storage shed is shown with indoor 
and outdoor pictures. 

Figure 4. Skylight

4.6. Hybrid Wind and Solar System

Salvaged outdoor lighting towers were 
converted to hold wind turbines and solar 
modules to serve as lab sections of the 
renewable energy courses and demonstration 
purposes. Five light poles installed near by the 
industrial technology lab facility by construction 
and electronics major students. Shading analysis 
has been completed around the lab facility using 
solar path finder shading analysis tools. For the 
shading analysis, students were divided in three 
groups and were provided three Solar 
Pathfinders, assistive software, and laptops to 
use software. A short description of the 
equipment summary of the experiment was 
provided to students. A sun path calculator was 
used to view the solar window for a particular 
location for assessing shading. Other means can 
be used to evaluate shading, but sun path 
calculators are usually the quickest and easiest to 
use. The Solar Pathfinder™ is a popular type of 
sun path calculator that consists of a latitude-
specific sun path diagram covered by a 
transparent dome. The dome reflects the entire 
sky and horizon on its surface, indicating the 
position and extent of shading obstructions. The 
sun path diagram can be seen through the dome, 
illustrating the solar window. The solar window 
is compared to the obstruction reflections to 
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determine the dates and times when shading will 
occur at the site. When a sun position is 
overlapped by an obstruction, then from that 
location the sun would appear behind the 
obstruction and the location would be shaded. 
The pictures of the solar path finder are shown 
in Figure 5. 

To use the Solar Pathfinder™, the unit is 
located at the proposed array site. It is leveled 
and oriented to true south with the built-in 
compass and bubble level. (The compass reading 
may require adjustment for magnetic 
declination.) Looking straight down from above, 
the user observes reflections from the sky 
superimposed on the sun path diagram, and 
traces the outlines of any obstructions onto the 
diagram. Students draw shading areas in 
different locations and identify obstructions 
around the solar modules. Students are required 
to submit a detailed report and suggestions for 
the given experiment.

 After shading analysis, five poles were 
installed and solar modules and wind turbines 
were attached. The design work of brackets and 
metal frames to attach wind turbines and solar 
modules was completed by design and 
development students to properly and securely 
attach the power generation components. All the 
brackets and frames were built and tested in the 
lab facility. Figure 6 shows pictures of the light 
poles with the wind turbines and solar modules 
and power house.    

Additionally, new LED light fixtures are 
being designed to be attached to light poles. 
Students are currently working to fit two or three 
efficient LED lights into a single light fixture for 
future studies. A comparison study between 
various Led lights and traditional street/parking 
lights will be conducted and reported to 
university physical plant. The design work has 
been completed and light fixtures are being 
manufactured to be installed to light poles. 

Figure 7 shows potential design of light poles 
with wind turbine, solar module and Led light 
fixture. The design of new frame for solar 
module installation is also shown in the figure.   

Total power generation capacity of the 
system is approximately 1800W. As a storage 
systems five units of 12V@135Ah deep cycle 
batteries connection in series for AC and DC 
loads. The storage system will serve as a power 
source of LED street/parking lighting (on-going 
project) near the lab facilities under 
construction.

Figure 5. Solar path finder

Figure 6. Hybrid solar and wind system

Figure 7. LED technology

5. Conclusion

Undergraduate students benefitted from these 
research studies by learning cutting-edge 
techniques to create efficient energy 
environments for buildings. These experimental 
research projects in this study, incorporated 
different technical and engineering disciplines to 
gather data on energy saving within the 
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buildings by incorporating several research 
projects apply to energy conservation and 
conversions. Such research is needed to increase 
the use of clean and renewable energy sources 
by providing hands-on experience and 
information to students and public for future 
development and improvements to save or 
efficiently use of energy. Students who were 
involved in these projects conducted structured 
independent research, used creative thinking and 
shared hands-on experiences that were also 
beneficial to their gained knowledge.

Three renewable energy courses were 
developed for the students in the program. 
Research projects summarized in this article are 
aimed as reference materials for students are 
enrolling in the courses. Students are required to 
extend and improve the projects throughout the 
semester to gain further hands-on experiences.
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